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MESSAGE

India’s vibrant startup ecosystem is a testament to our innovation capabilitics and entrepreneurial spirit. Within this
dynamic ecosystem. Al startups are driving transformative changes across key sectors such as healthcare,
agriculture, education, and governance. These innovations reflect India’s commitment to inclusive and sustainable
development, powered by technology.

Positioned as a voice for the Global South, India is uniquely placed to shape the future of AT by championing a
development-centric and rights-based approach. Through the ndiadl Mission, the Government of India is
advancing an Al vision rooted in public trust. ethical design and responsible deployment. As we approach the 2026
Al Impact Summit. these values will be central to shaping both national priorities and the global dialogue on Al
governance.

The responsible use of data lies at the heart of this vision. As Al systems become increasingly complex and data-
driven, safeguarding privacy and ensuring accountability are imperative. The Digital Personal Data Protection Act,
2023 (DPDP Act), and its forthcoming Rules mark a watershed moment in India’s digital journey. balancing
developer obligations with Data Principal rights. With this background, the Handbook on Data Protection and
Privacy for Developers of Al in India comes at a timely juncture.

The Handbook offers practical guidance to Al developers to help operationalise the DPDP Act at an organisational
and model level. It translates the principles of the DPDP Act into actionable guidance tailored for real-world Al
development. With practical checklists, sector-relevant case studies, and a clear focus on implementation. it
empowers developers, startups. and organizations to embed privacy and accountability into the core of their Al
systems.

| commend the initiative led by GIZ’s FAIR Forward — Al for All project (funded by the German Federal Ministry
for Economic Cooperation and Development (BMZ)), developed in close collaboration with Ikigai Law,
NASSCOM, and the Data Security Council of India (DSCI). By grounding its recommendations in India’s legal
and policy frameworks, this Handbook contributes meaningfully to the “Trust and Safety™ pillar of the IndiaAl
Mission. Built on wide-ranging stakeholder consultations, this resource is both contextually grounded and uniquely
suited to the needs of India’s Al startup ecosystem. | extend my sincere thanks to the legal experts, industry
lcaders, technologists, and civil society voices who contributed their insights to this effort.

This Handbook is a valuable resource for India’s growing Al ecosystem. | hope it serves as a model for translating
regulatory vision into practical and impactful action for Al developers.

(Jitin Prasada)
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How to read this -

Handbook?

This Handbook is designed as a practical guide
for developers of Al systems, especially from
early-stage startups, to navigate data protection
obligations and ethical considerations, in a clear
and actionable manner.

Rather than serving as a comprehensive legal or
technical manual, the Handbook complements
existing global and domestic resources on data
protection and responsible Al. It offers a context-

aware framework grounded in core legal and
ethical principles, encouraging developers,
product teams, and founders to interpret and
apply these principles in ways best suited to
their technology and user base.

Drawing from existing frameworks, the
Handbook offers recommendations across the
lifecycle of an Al system. For the purposes of this
Handbook, these stages include:!

Conception and design: This stage involves defining the Al system’s purpose,
intended users, and overall goals. Key decisions are made about its scope, users,
functionality and performance expectation, model choice, among others. Teams also
identify the types of data needed, determine appropriate sources, and ensure that
data is collected and used lawfully, through consent, or other appropriate legal basis.

Development: In this phase, the Al system is built, refined, and tested. Teams focus
on how the system functions- ensuring it works as intended across different user
groups, and addressing potential risks such as unfair outcomes, lack of transparency,
or security vulnerabilities.

Deployment: Real-world deployment of the Al system, with ongoing monitoring to
catch model drift, performance issues, and emerging risks.

The Handbook is divided into two main sections:

e Section I: Data Protection — which unpacks key concepts and compliance requirements under
India’s data protection law, with a focus on their relevance to Al development.

e Section Il: Responsible Al — which explores Al development through widely recognised
responsible Al principles and provides a framework for their practical application.

Each section concludes with a checklist of actionable takeaways intended to support developers
in embedding privacy and ethical safeguards from the earliest stages of product design through to
deployment.

We have annexed a few case studies at the end, which demonstrate how developers adopt privacy
and responsible Al principles in real-world applications.
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Data Protection

Data protection laws are designed to safeguard
individual privacy and regulate the authorized
use of data. The Indian Constitution recognises
the right to privacy? as a part of the right to life
and personal liberty. This includes the right to
information privacy which allows an individual
to control how their data is used and disclosed.?

India enacted the Digital Personal Data
Protection Act, 2023 (DPDP Act/ Act)*to govern
how companies collect and process individuals’
data. This law requires careful compliance,
even if companies seek to use data purely for
business purposes without the intent to cause
harm. Non-compliance could result in hefty
financial penalties going up to INR 250 crores.®
The government published rules under the Act
in November 2025 - the Digital Personal Data
Protection Rules 2025 (Rules),® which set out
specifics of implementation on certain aspects.
Substantive provisions of the law will take
effect in May 2027- giving companies a runway
of 18 months to comply.

Globally, thereisincreasing regulatory attention
on the use of individuals” data in Al systems.
Data protection regulators, such as those in
the UK,” Netherlands®, Germany?®, Singapore°,

France!!, and others have issued guidance on
the application of data protection laws to Al
systems. There have also been an increasing
number of enforcement actions involving the
use of personal data in Al systems, particularly
in the EU. Some notable themes emerging
from these global developments include
ensuring transparency in data collection and
processing for Al, minimising collection and
use of personal data, and securing effective
consent when using individuals’ data to train Al
models.

Over the next few sections, we explain India’s
DPDP Act and what companies must do to
comply. We discuss the scope of the law,
notable exceptions such as for personal data
that is made “publicly available”, how to
provide notice and get individuals’ consent,
and other organisational measures that Al
companies must adopt to comply with the
law. Where relevant, we draw from global
regimes for interpretative guidance. While
this handbook is primarily for developers, we
discuss application of the Act to both- Al model
development (development, testing, validating)
and deployment in user-facing contexts.
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Summary of

Law and Key concepts

1. Scope

©

The Act covers personal data®?, i.e., dataaboutan
individual that can identify them. This includes
identifiers like name, phone number, email
address, postal address and Aadhaar number
(i.e. national ID). It also includes profiling data
or usage data, for example, a user’s preferences.
It only covers ‘digital” data, not offline records
unless they are digitised. It does not cover non-
personal data (business insights, anonymized
data). It doesn’t apply to data that is made or
caused to be made “publicly available” by the
individual or any other person under a legal
obligation to do so.!* For example, a blogger
posts about her spending habits on social media.
This exception creates some room to use data
that is made publicly available by an individual
on the internet for training of Al/ML models.

2. Who does the law apply to?

However, the scope of this exception must be
carefully considered as it is only personal data
that is made or caused to be made publicly
available by an individual that is exempt, and not
all data available on the Internet. This position
is also reflected in Ministry of Electronics and
Information Technology’s (MeitY) India Al
Governance Guidelines, which highlight that the
scope of the “publicly available” data exemption
under the DPDP Act remains unclear when
applied to Al training. The Guidelines note open
guestions around purpose limitation, consent,
and whether research or legitimate-use
exceptions can support Al development, and
suggest that further guidance or even legislative

changes may be required.*

Anyone who processes digital personal data
will be impacted, barring some exceptions.
Processing means collecting, recording,
structuring, storing, sharing, or any other
automated action on the data.’® The data
could be processed in India or abroad. If data is
processed abroad, the law will apply if it relates
to “offering” goods and services in India. So, if
offshore businesses offer goods or services in
India, the law applies to them.®

The law recognises two entities —data fiduciaries
and data processors.

Data Fiduciary (DF)
282\ Entity determining purpose and means
t=il .
of data-processing. Known as data
controllers in other parts of the world.

Data Processor (DP)

Entity using and processing the
Personal Data on behalf of DF.

Data fiduciaries: Businesses that define
“purpose and means” of processing. They are
also called data controllers in other parts of the
world. These are businesses that determine why
user data is needed, how it is used, how long
it is to be retained, etc.’” They are responsible
for the data and assume responsibility under
the law. For example, an e-commerce platform
that collects customer data to fulfil orders
and provide personalized recommendations
is considered a fiduciary, as it determines the
purpose and method of processing the data.
Similarly, a healthcare provider that decides how
patient data is collected, stored, and shared for
diagnostic purposes is also a fiduciary, given its
control over data use and management.

Data processors: Businesses that process dataon
behalf of fiduciaries.*® For example, cloud service
providers who host data for their customers or
‘know-your-customer’ (KYC) service providers
who conduct users’ KYC on behalf of a payments
company. Fiduciaries tell them what to do.

Handbook on Data Protection and Privacy for Developers of Artificial Intelligence (Al) in India | 13



3. How should data fiduciaries collect personal data?

Fiduciaries must either get an individual’s
consent or the collection/ processing must be
for certain “legitimate uses” recognised in the
law.” To be clear, this is not required for publicly
available data exempt under the law.

Consent: Fiduciaries must give users a notice
describing what data is collected, for what
purpose, users’ rights, and how they can
complain to the enforcing authority — the Data
Protection Board (or “Board”). Fiduciaries must
give users the option to access the notice in
English and local languages (recognised in the
Indian Constitution).?® The Rules also require
that the notice must be understandable
independently of other information given to
users, and that it must contain a fair account
of the details necessary for processing, such
as data, the specified purpose/ purposes of
processing, services/ uses enabled by the
processing, indicating that some level of
detailing is required in the notice.” On reading
this notice, individuals must give clear and
affirmative consent confirming that their data
can be processed for the specified purpose.?
They must also allow individuals to withdraw
their consent.?

For data collected before the law kicks in,
fiduciaries must send individuals a fresh notice,
which sets out what data is processed, purpose,
how individuals canexercisetheirrightsand make
complaints to the Data Protection Board (DPB/
Board).?* For instance, an e-commerce platform
may have previously collected customers’
names, delivery addresses, and purchase history
to fulfill orders and offer personalized product
recommendations. Once the DPDP Act comes
into force, the platform must issue a fresh notice
to these users, explaining how their data is used
and informing them of their rights under the
new law.

Legitimate uses: If fiduciaries process data
for certain “legitimate uses” recognised in
law, they do not need to obtain user consent
separately. This includes situations where the
individual voluntarily provides her data for a
specific purpose; or data is processed to meet
legal obligations or to comply with a court order,
among other things.? For instance, if a court
orders a company to provide certain user data
as part of an investigation, the company can
process and share this data without obtaining
the user’s consent, as it is for compliance with
a court order.

The law also recognises some circumstances
(exemptions), where the law does not apply. The
exemptions under the DPDP Act are primarily
bound to the purpose or actions for which the
data is being processed, rather than the type of
data fiduciary involved. This means that both
private and public entities can invoke these
exemptions if their processing activities align
with the specific purposes recognized under the
law. This includes processing data to detect or
prevent an offence, for enforcing a legal right or
claim, among others.?®

That said, there are certain situations under
the DPDP Act where exemptions are likely to
apply only to government entities or public
authorities. These exemptions are typically tied
to functions that are inherently governmental in
nature, such as national security, public order,
and certain regulatory or sovereign functions.?”
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4. What else should fiduciaries do?

a. Implement organisational and technical measures;*

=

adopt reasonable security safeguards;*

a o

notify personal data breaches to the Data Protection Board and affected individuals;*°

ensure accuracy, completeness, and consistency of the personal data, in certain situations;

erase personal data once the purpose is met or if the individual withdraws consent;*!

f.  implement a mechanism to resolve grievances®? and enable Data Principals to exercise their

rights under the Act;3?

g. appoint vendors only under a contract that describes how they’ll use and protect the data,

among other things;

h. publish the contact details on their website or app of a Data Protection Officer or designated
person to answer user queries on processing of their personal data®* and clearly outline the
process for users to exercise their rights.?®> (under the Rules)

Fiduciaries that process large volumes of data or
sensitive data could be designated as “significant
data fiduciaries” (SDFs) by the government.3®
SDFs must: (a) appoint a data protection officer
based in India;* (b) appoint an independent
data auditor and do periodic data audits;®
(c) carry out periodic data protection impact
assessments®; (d) ensure due diligence in
deploying algorithmic software to mitigate risks
to data principals’ rights.®® Notably, the major
findings from the data audits and data protection

impact assessments must be reported to the
Board.*

Processing Persons with Disabilities (PwDs)
& children’s data: Companies that collect
the data of PwDs and children must get their
parent/ guardian’s consent.”> They also cannot
track, monitor a child’s behaviour, or serve
targeted ads directed to children.”® The central
government can provide exemptions to comply
with these obligations.
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The law does not spell out specific obligations for data processors or penalties for them. Fiduciaries

may pass these on to processors through contracts.* So, processors must review their contracts with
fiduciaries closely.

5. What should data processors do?

Indicatively, fiduciaries will seek clauses such as:

Purpose limitation: Processors must not process data beyond the purpose of the
agreement and the agreement generally will set out the rights and obligations of the data
fiduciary and processor.

Security safeguards: Processors must implement appropriate security safeguards relevant
for data fiduciary’s purpose of processing. Processors typically allow fiduciaries access to
security documentation/ certifications and audits to verify compliance, with conditions on
the information to be furnished/ details of audit typically included in the agreement.

Sub-processors: Clauses that bring clarity to fiduciaries on sub-processor arrangements of
the processors and the continued responsibility of processors.

Indemnity: Fiduciaries will seek to be indemnified for any data breaches at the processor’s
end. Such clauses are also usually heavily negotiated, since processors would want to limit
the extent of liability under their agreements.

6. Can companies transfer/process data outside India?

Big

Yes, but the Indian government can restrict
transfers to certain  countries through
notifications.*® The Rules state that even when
personal data is sent abroad, businesses may
need to meet certain conditions set by the
government, especially when dealing with
foreign governments or government-controlled
entities.*® Specifically, for SDFs, the Rules state
that a government-constituted committee has
the power to recommend types of personal

data and associated traffic data that cannot
be transferred outside India.*’” This is separate
from sector-specific directions on local storage
of data/ restrictions on cross-border data
flows, such as the Reserve Bank of India’s (RBI)
direction to payment businesses mandating
storage of payment data on Indian servers.®®
Therefore, fiduciaries must evaluate whether
any sector-specific obligations impose local
storage requirements for their use-case.
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7. What rights do individuals have over their personal data? E%

Individuals can ask fiduciaries to give them
information on the personal data being
processed, processing activities, and identities
of all organizations with whom their data
has been shared.” They can also ask for their
information to be corrected/erased®® - which
can be challenging in the context of Al systems.
They can nominate someone else to exercise

their rights on their behalf in case they die or
are incapacitated.”® Companies should allow
individuals to easily access grievance redressal
mechanisms.>> The law also places duties on
individuals, such as, not making false or frivolous
claims, not impersonating another person,
among other things.>

8. What happens if companies do not comply?

The Act sets up the DPB to enforce the law and
hand out penalties.>* Individuals can approach
the Board if a data fiduciary doesn’t comply
with the law.>® The Board can award penalties
up to INR 250 crore (USD 30 million) for some
breaches. For example, penalties can be levied
for failing to secure personal data, resulting in
a breach, for processing data without obtaining
proper consent from individuals, for not
adhering to additional obligations set out in the
law for processing children’s data or for failing to

observe the additional obligations applicable to
SDFs.*® There is no criminal liability. In awarding
penalties, the Board will assess any steps the
company took to mitigate the impact of the
breach or non-compliance.’” Notably, the Board
can also ask the government to issue directions
to block access to a fiduciary’s platform in
certain cases.>® Complaints to the board can also
be resolved through mediation,*® or with the
fiduciary committing to voluntary undertakings
to rectify non-compliance with the law.®°

~~——-_—
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Use for training AI models

Data is used to create code, which ‘learns’ from
data patterns and makes calculated predictions
or decisions. Larger datasets are able to
provide more inputs to the Al model to learn
and generate responses.®! So, a large language
model (LLM), which is trained on more data,®
will have more relevant user-specific examples,
complex patterns, and relationships to learn
from. For example, in traditional deterministic
Al systems, such as fraud detection algorithms in
banking, large datasets of historical transactions
are essential for the model to recognize patterns
of legitimate and fraudulent behavior.®®

Similarly, generative Al applications, such as
ChatGPT and DALL-E, are trained on massive
scale data, allowing these systems to understand
complex patterns, relationships, and user-
specific contexts to generate more relevant
responses or outputs.®* Regardless of the type,
the scale and quality of data directly influence
the effectiveness of Al systems.

Developers may collect data from various
sources — scraping data from the Internet,
government/ public databases, deployers (in
specific contexts), end users (if deployed in
a consumer-facing application), third party
platforms through data license arrangements/
platform APIs, other data providers, and so on.
The type of data required, and source chosen,
may vary depending on the stage of model
development.

e Training phase - Developers need large
and diverse datasets to build a strong and
effective model;®

e Testing phase - Separate datasets are
selected that simulate real-world scenarios
to assess the model's performance
accurately;®

e Validation phase - Data not included in
the training set is used to fine-tune the
model and enhance its accuracy.

18 | Handbook on Data Protection and Privacy for Developers of Artificial Intelligence (Al) in India



Against this backdrop, developers must first understand the scope of the Act — since it is
concerned only with “personal data”. Developers should evaluate whether they need personal
data for their Al models, and if not, identify ways to minimise collection of personal data at

source.

Scope of “personal data” under the DPDP Act®

Personal Data means any data
about an individual who is

identifiable by or in relation to
such data.

Directly identifies or relates to
user:

Name, Aadhaar, Mobile No,
Email, PAN, financial information,
device information.

Derived/ inferred data:

Transaction data,
gameplay, online activity.

Non-personal
data - like
business insights,
anonymized data
not covered

Only personal

data in ‘digital’
form protected
under the Act

The DPDP Act is concerned only with digital
“personal data”, i.e. data about an individual
who is identifiable by or in relation to such
data.®” It does not extend to non-personal or
anonymised data, i.e. data that does not relate
to or identify an individual.

For data to be considered personal data, it must:
® Dbeaboutanindividual,i.e. anatural person;
e directly or indirectly identify the individual.
Direct identification: means direct references
to or identification of a person. Example: their

name or their phone number or photograph or
unigue government identification number.®

Identifiers:

o Name, Aadhaar, PAN, bank
account details, credit/
debit card number.

Linked Data:
Contact list

Usage Data:

IP address, Device
information

Analytics Data:

Number of transactions
a month, loan repayment
history

Indirect identification: likely to mean when
individual pieces of data do not directly
identify an individual on their own, but other
information (which may either already be with
the fiduciary or can be reasonably accessed
from another source) can contribute to revealing
their identity.%® Drawing from global regimes, an
individual can be “indirectly” identified from a
dataset when datasets are:

e Combined with additional data: Example:
car registration number, age group related
data, geographical location — can be co-
related or linked to master databases, to
identify individuals.”®
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® Analyzed using advanced methods: These
include data aggregation (synthesizing in a
larger dataset in summary form)’!, cross-
referencing (comparing information and

finding correlations between different
datasets) and inferences  (drawing
conclusions and deriving insights based on
the information collected).

Examples of personal data

e Personal details like name, date of birth, gender, marital status, religion.

e Contact details like postal address, phone number, IP address, email address.

e Biometric details like retinal scan, fingerprint.

e Unique identification numbers like Aadhaar, passport, driving license number, PAN details.

e Media like voice recording, videos, images, CCTV footage.

e Financial data like bank account numbers, credit card numbers, transaction history.

e Health information like medical records, health insurance, genetic information.

e Employment data like salary details.

e Educational details like academic transcripts, student ID numbers, enrolment records.

e Anidentified user’s interactions with a service for instance usage patterns, preferences, chat

history, prompt history, etc.

e Inferences such as person Xiis likely to respond to a promotional offer on a Sunday evening or

person Y is interested in luxury handbags.

In determining whether a dataset or an
attribute is personal data, context is key. While
the name ‘Rahul’ by itself may not identify a
person, they may be identified with additional
information like their job ftitle, location, and
name of company. There may also be special
circumstances — while Rahul’s occupation alone
may not be considered personal data (since job
titles are typically not unique), it can still help
narrow down and identify a person. Especially,
in situations of a one-person company (sole
proprietorship) or when the job title in question
is of a founder, identification of individuals linked
with such companies may be easier.

For instance, a company conducts a survey and
collects details such as age, gender, occupation,
and place of work from respondents. Each
attribute alone may not identify a person, but
when combined, they can. For instance, the
company collects data from respondent A,
a female in her 20s working in marketing in

Connaught Place. This combination is common
and may not identify her. In contrast, respondent
B, a male security officer in his 20s at a specific
office in Nehru Place, could be identified
because his combination of attributes is rare.
In cases where individuals can be identified
from the dataset, the company should consider
treating it as personal data.”?

The scope of personal data is wide. Personal
data includes data in any form - video, audio,
text, image, documents.” It could also cover
subjective information such as opinions- taking
cue from global regimes — as long as it relates to
an identifiable individual. Example: employment
evaluations or a drawing of someone’s family
made as part of a psychiatric evaluation may
also be personal data if it relates to an individual.
Essentially, any information that relates to an
identifiable individual, whether objective or
subjective, can be considered personal data.
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Not in scope: Non-personal or anonymised data

The Act covers only personal data; it does not
govern data that cannot identify or trace back
to an individual or “non-personal data”. While
the law does not define non-personal data, it is
understood to be of two types:’

e Data that was always non-personal: This
is data that at no point was related to any
identifiable person. For example:” soil data,
climate conditions or weather patterns,
aggregate of number of cabs on the road in
an Indian city.

e Data that used to be personal data but
has been anonymised: This data originally
was linked to a person; who, however, is no
longer identifiable since all identifiers have
been removed. This process of removing
identifiers from a personal dataset is
called anonymization. Data that cannot
be linked back to a person, or has been
fully anonymized, does not fall under data
protection laws.

Examples of non-personal data’

e Business information like total sales figures, revenue, production volumes.

e Performance data like error rate percentage or usage statistics of a product.

® Aggregated statistical data depicting broad trends like average temperatures for a city, total

number of website visitors.

e E-commerce data like conversion rates, attributes.

e Raw data like readings from sensors tracking air quality or temperature.

e Anonymous feedback or reviews like comments or e-commerce product reviews.

e Inferences such as users in a residential area are more likely to respond to a marketing

notification on a Sunday evening.

® Aggregate purchase data of a retail store.

Anonymisation process

The DPDP Act does not refer to, or offer
guidance on, anonymisation. Earlier drafts of
the law defined anonymisation and required
“irreversibility” for data to be considered
anonymised.” However, the DPDP Act avoids
making such references. Standards for
anonymisation may evolve through market
practice and enforcement actions. For reference,
Singapore’s data protection regulator recognises
techniques such as de-identification, record
suppression, character masking, generalisation,
swapping, data perturbation, k-anonymisation,
differential privacy, and data aggregation.”

These methods help ensure data anonymity and
prevent re-identification. The United Kingdom
Information Commissioner’s Office (UK ICO)
sets out a threshold for when data is considered
anonymised — when a “motivated intruder”,
using public resources and investigative
techniques without any prior knowledge, cannot
re-identify individuals from the data. This test
helps a company evaluate whether the data is
effectively anonymised.”

Anonymisation may not always be fool-proof.
Research increasingly shows de-identified
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data can be re-identified.®® The ability to re-
identify individuals from an anonymised dataset
depends on factors such as: the nature of the
original dataset, the advanced methods used,
the skill and resources of potential attackers,
and the availability of additional data that could
be linked to the de-identified information. For
instance, when anonymized data from New
York taxi rides was released — showing origins,
destinations, times, and payments, but with
passenger info omitted and taxi IDs hashed — it
was initially thought to be anonymous. However,
hashed IDs were easily decoded, and photos of
celebrities in taxis published by Google revealed
the taxi IDs. By linking these photos to the
decoded data, the destinations and payments
of many celebrities were exposed.®!

Similarly, Netflix released a dataset of 100 million
anonymous movie ratings®, offering a prize
of USD 1 million to the developer community
for improving its recommendation algorithm.
However, despite Netflix’s efforts to anonymise
this data, researchers from the University of
Texas re-identified most users by cross-
referencing with publicly available movie
ratings on IMDb.2® This showed the risks of re-
identification even with advanced anonymisation
techniques.®

While absolute anonymity might not always be
possible, the data must be protected so that the
risk of re-identification is very low. This means
the anonymisation techniques used should
make it highly unlikely that someone could
successfully uncover identities. This involves
two steps: de-identification, and identifying and
containing re-identification risks.

Pseudonymisation

Pseudonymisation involves replacing identifiers
with fake values.®

A common approach is to pre-generate a list of
fake values and randomly select from this list to
replace the original data.®® Pseudonymisation
protects privacy while keeping the data useful for
analysis or other purposes. Pseudonymisation
would not automatically mean that the data
is not personal data; in the EU, the test for
assessing whether data is personal or not is still
whether the entity can identify an individual
using all reasonable means available.®?’

Question for developers: Evaluate
whether the data you process is
personal data

e Does the data relate to an individual?:
Check if there are any direct identifiers,
which can identify an individual.

e  Will it relate to an individual if combined
with any additional information?: Check if
with some additional information, there is
an identifier — which helps in tracing back
to the individual.

e Wil it relate to an individual if advanced
methods are applied?: Check if with the
application of any advanced method — like
aggregation, cross-referencing, inference,
etc, the information can be traced back
to the individual. Example: If an online
platform releases statistical data about its
services’ usage (which does not include
users’ personal identifiers), the usage
patterns and public comments made by
users can be cross-referenced. This can
identify individuals and fall under the ambit
of personal data.
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DPDP Act extends only to personal data

Consider a developer who is creating a model for an Al-based agri-support tool that aims to
identify appropriate interventions for farmers. The developer collects data directly from farmers
across different regions of Northern India, which includes identifiers like names, locations or
contact details. In this pre-processing stage of the Al model, the collected data is classified as
personal data, since it can be used to link to a particular individual, and therefore, is subject to
the rights conferred by the DPDP Act.

However, before the data is fed into the Al model for training, the developer anonymises the
dataset, stripping it of identifiers that could link it back to individual farmers. This data has now
been transformed into non-personal data. This is the processing stage for the Al model, where
it processes only anonymized data to generate insights. Since the data no longer qualifies as
personal data, the DPDP Act will not apply to this dataset.

e —
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Risks with using personal data

When a fiduciary collects and uses personal
data to develop an Al model, the collection and
processing of the data is governed by the DPDP
Act. Consequently, the fiduciary must meet the
various requirements of the DPDP Act. These
include providing individuals with a notice about
data collection, obtaining their consent, and
allowing them rights over their data. Fiduciaries
must also notify individuals in case of a breach.
However, these obligations may not apply if the
processing or dataset is exempt under the DPDP
Act (more on exemptions, including for publicly
available data below). Retaining personal data
also entails other risks- personal datasets can be
prime targets for cyberattacks.®® Data breaches
involving individuals’ data can expose a company
to liability under the law and cause significant
reputational harm.®

Question for developers: Evaluate
whether you need personal data

Given these risks, where possible, developers
could consider whether they even need
personal data — if the purpose can be met by
using anonymised data. For instance, to develop
an Al-based radiology assistance tool, the
developer needs CT scans of lungs of individuals
with cancerous nodes. The model does not need
identifiable information about an individual, only
the relationship between the input (the scan)
and the output (diagnosis). When sourcing such

data from radiology labs, the fiduciary could
require the lab to only provide anonymised data
with patient details redacted.

However, it may not always be feasible to avoid
use of personal data for training the Al model.
The context may require the use of identifiable
data. Forinstance, a wearables company intends
to develop and provide a new functionality in its
health tracking mobile application to give timely
reminders based on changes in users’ vital signs.
The company uses personal data, like heart rate
and step count, to train its machine learning
model. While anonymised data could be used
for general model training, personal data may
be required for personalizing the reminders for
each user.®

Also, even where they do not need personal
data to train the model, developers may end up
collecting personal data- as part of a dataset that
they need. For instance, if you are training your
Al model to simplify tax reporting and collect tax
records from various companies, these records
might contain personal data such as names, job
titles, contact information, and addresses of
employees and directors; in addition to, non-
personal data like asset and revenue details.
These portions are ‘inextricably linked’* to the
non-personal data components. A mixed dataset
will attract DPDP obligations unless it is a public
dataset exempt from the Act.

In scenarios where fiduciaries collect personal data or mixed datasets, they should consider
anonymising the data before further use in training the Al model - since use of anonymised
data is not governed by the Act. Therefore, while the underlying raw dataset collected from
any source is personal, the subsequent anonymised data does not attract DPDP compliance

obligations.

To anonymise, developers must:

e |dentify and apply the appropriate technique for de-identification.

e Identify risks of re-identification and manage risks.

For more detailed guidance on techniques and process of anonymisation, refer to Singapore’s data
protection regulator’s “Guide to basic anonymisation”.>?
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Chapter Summary

e Al learns by analysing vast amounts of data, recognizing patterns, and making connections to
generate relevant outputs. To train, test, and refine their performance, Al models are trained
on data from a variety of sources; web scraping, public databases, user inputs, and licensed
datasets.

e Under the DPDP Act, only “personal data” falls under regulation. This includes any digital
information that can identify a person, whether directly (like names and phone numbers) or
indirectly (through linked datasets). Non-personal and anonymized data are excluded.

e Sometimes, collecting personal data is unavoidable, especially when working with mixed
datasets that contain both personal and non-personal information. In such
cases, organizations should take a layered approach: separating personal data
where possible, using anonymization or pseudonymization techniques, and
ensuring compliance with legal requirements.

Checklist

1. Decide whether you need personal data (This is to minimise risk exposure and scope of data
that is regulated).

® Assess if you need personal data in the first place.
e Check if the same result can be achieved using non-personal or anonymised data.

2. Implement processes to limit identification of individuals

e [f possible, anonymise data at source of collection. ‘
e Where technically feasible, implement filters to screen out
|

identifiers or other personal data before data is fed into the Al
model.

b —
e Document this in your agreements with data providers — . —
meaning seek representations from your data providers that . —
they will only provide you anonymised datasets. '
3. Exercise caution when using anonymised datasets . —
e Evaluate risks of re-identification when using anonymised data.
e Explore different methods for achieving optimal anonymization.
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Data Sources

©O

11§

Data is required throughout the lifecycle of Al
model development, encompassing®® stages
such as training, validating, testing, operation,
and enhancement, and subsequently in
deployment. Across these stages, developers
may collect data from different sources. Sources
could include — scraping data from the Internet,
government/ public databases, deployers (in
specific contexts), end users (if deployed in
a consumer-facing application), third-party
platforms through license arrangements/
platform APIs, other data providers, and so on.

Sourcing publicly available data

The DPDP Act does not extend to the processing
of certain types of publicly available data.®* This
is a useful exception for Al developers looking to
source data from public sources, as access to vast
anddiverse datasetsis foundational for achieving
model quality and functionality However, the
scope of the exemption will evolve through
enforcement and guidance from the regulator/
government and therefore developers should

not assume that any personal data that is
available publicly is covered by the exemption.

The exemption extends to:

(a) Data that an individual herself has made
public or caused to be made public, for
instance, personal information posted on
a public blog; and

(b) Data that is made public under a legal
obligation.

Singapore’s law also has an exception for
publicly available data.*> However, it s
narrower than India’s DPDP Act because it only
provides an exemption from obtaining consent,
but all other obligations under Singapore’s law
still apply to the dataset. At the same time,
it is wider than India’s law - since it extends
to any data that is “generally made publicly
available”%®

There are two parts to the exception in the
Indian law: one where the individual “makes
[the data] publicly available”, and another
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where the individual “causes [the data] to be
made publicly available.”

The first part is relatively straightforward - it
covers situations where the individual directly
publishes their personal data, such as by posting
a blog, commenting on a forum, or including
information on a public social media profile.

The second part is more nuanced. One
interpretation is that it applies when the
individual intentionally instructs or authorizes a
third party (e.g., a platform or service) to make
the data public — for example, by choosing
public visibility settings when uploading content.

Another possible reading is broader: it could
apply when the data is publicly accessible, the
individual is aware of its availability, and has not
taken steps to remove it - thereby effectively
“causing” it to remain public.

Since the scope of this exemption is likely to be
a contentious issue, developers should adopt a
considered interpretation of the provision, apply
it consistently, and document their reasoning.
The government’s India Al Governance
Guidelines acknowledge that this position
remains unresolved®, and therefore developers
should remain alert to regulatory guidance or
enforcement actions that may clarify or narrow
the exemption, and be prepared to adjust their
practices accordingly.

Personal data that is made publicly available
under a law is also exempt. Examples could
include: court records, First Information Report
(FIR) registries, land records made public by
state land revenue departments. Government
websites that make data available on payment
of fee are also likely to be covered in this
exemption-taking cue from Singapore regulatory
guidance, which notes that where a database is
made accessible to the public, the personal data
contained in such a database would “generally
be considered publicly available, even if a
nominal fee is payable in order to access the
data.”®®

While the DPDP Act may exempt publicly
available data, businesses should not assume
that they are free from all legal requirements.
Other Indian laws and regulations, such as the
IT Act 2000, sector-specific regulations, and
CERT-In guidelines, may still impose obligations
on organizations to protect data—regardless
of whether it is publicly available. For instance,
these laws may require businesses to implement
security measures, prevent unauthorized access,
or report breaches. Therefore, even when
processing publicly available data, companies
should assess their broader legal responsibilities
and adopt appropriate safeguards to mitigate
potential risks. In any case, if scraping data,
companies must evaluate other risks associated
with it, such as, breach of platform terms or IP
infringement.

Personal data from other sources: In
scope

If personal data is sourced from certain public
sources, it is exempt. But, to collect and use
personal data from any other source, the
fiduciary must comply with the requirements of
the Act.

Let’s consider an example:

A developer is creating an Al model that can
aid healthcare professionals identify suitable
mental health management interventions for
their patients. The developer identifies the
following sources:

e A public community of individuals that
discuss their counselling experiences — on
a social media platform.

® Asurvey among psychologists to share their
experiences without any patient names.

e A mobile/ web application created by the
developer to collect data for this use-case.

® An existing mobile application run by the
same developer which allows individuals
to journal, connects them to mental health
professionals, set up calls, etc.
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In the first scenario, the fiduciary should assess
whether they can seek to use the publicly
available data exemption.

For the second scenario, the fiduciary must
evaluate whether the dataset has any personal
data. To minimise exposure to personal data
- when sourcing data from the respondents,
it must seek that they refrain from providing
any individuals’ names or other identifiers that
could potentially identify individuals. In both
these scenarios, since the company relies on an

Takeaway for developers

exception, the Act will not apply to the collection
and use of the data, if the conditions set out in
the law for each of those exceptions are met.

In the third and fourth scenarios, the data in
guestion is personal data since it relates to an
individual who is identifiable. The fiduciary must
then comply with the requirements in the Act
- the first of these is to identify a legal basis for
the processing of such data, i.e. a legitimate use
or consent (discussed in the next two chapters).

For each different source, the developer must consider the extent to which the DPDP Act applies, i.e.
whether any exception is available. The developer must also consider additional risks, such as breach
of platform terms, IP infringement, etc. A summary of positions under the DPDP Act and other risks

is below:

Public datasets — from
government websites

Scraping data from third
party platforms

Licensing data from third
party data providers

Likely to be understood as data made publicly available under a law.

Verify that scraping is not prohibited by platform terms.

Must identify legal basis, i.e. legitimate use or consent.

Must require the third party to have taken appropriate consents. Seek

indemnities in the agreement with the provider.

Licensing data from third
party data providers

Must identify legal basis, i.e. legitimate use or consent.

Must require the third party to have taken appropriate consents. Seek

indemnities in the agreement with the provider.

Deployers

End-users

Must evaluate the relationship between developer and deployer.

Must identify legal basis, i.e. a legitimate use or consent, and abide by other

DPDP compliance requirements.
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Chapter Summary

e The DPDP Act provides an exemption for some publicly available data but only
in specific cases: (1) data an individual has made public themselves or caused
to be made public (e.g., a public blog post) and (2) data made public under
legal obligations (e.g., court records).

® For personal data collected from other sources, compliance with the DPDP 2
Act is mandatory. Developers must determine if an exemption applies,
consider additional risks like platform policy violations, and ensure compliance

with broader legal obligations.

Checklist

Evaluate risks associated with the data source

e If relying on publicly available data, evaluate if it is actually covered under ‘
the exemption in the DPDP Act. —
¢ |dentify legal risks associated with each data source.

e [f using scraped or third-party data, document provenance and obtain
necessary permission.

e Validate that data collection practices align with platform policies and
licensing terms.
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Notice and Consent

To process any personal data, a fiduciary must identify a legal basis for the processing. This means
the fiduciary must either: (i) give individuals a notice and get their consent; or (ii) justify the data
processing under one of the nine legitimate uses recognised in the Act.* We first discuss notice and

consent.

Lawful Purpose
(not prohibited by law)

A fiduciary must give users a notice describing
the data and purpose of its processing,’® and
seek their consent to the processing of data
for that purpose.’® The form and manner of
providing a notice and getting users’ consent
will depend on the stage of Al development. For
instance, if data is collected from a consumer-
facing application for re-training or continuous
training of an already deployed model, notice

Notice and Consent

Legitimate Use

and consent can be embedded in the platform’s
user interface. However, if the data is collected
for initial training directly from individuals,
the developer must provide notice and obtain
explicit consent at the time of collection.

Candata originally collected for another purpose
(e.g., tracking app usage) be used for Al training
later? If the data was originally collected for a
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specific purpose, such as tracking the use of an
application, it generally cannot be repurposed
for Al training without providing users with
renewed notice and obtaining consent. This
is because repurposing data for Al training
constitutes a new and distinct purpose.

Elements of a Notice

A fiduciary must disclose the following details in
the notice:*®

e Personal data to be processed;'®

® Purpose for processing personal data and
fair account of details necessary of the
goods, services or uses enabled by such
processing;1%*

e Manner in which the individual can exercise
her rights to correct, complete, update or
erase personal data;

e Manner in which the individual can
complain to the Data Protection Board of
India.

The Rules set out further details. They provide
that the notice must be clear, independent and

understandable on its own, without requiring
reference to other information provided by
the data fiduciary. It should also use clear and
plain language to ensure that the user can make
an informed and specific decision regarding
consent. They also call for a fair account of
details necessary of the personal data — such as
description of data, purpose or purposes, and
services/ uses.'®

Organisations’ privacy notices wusually also
include information about sources of data,
contact details of the company, categories of
recipients of the data, the company’s retention
policy, security safeguards, among others.

Typically, notices are understood as the
user-facing privacy policy of an organisation
that describes in detail the organisation’s
data handling practices. While fiduciaries
must describe such details in a notice,’® the
requirement of a notice under the Act could also
mean providing a more upfront notification or
disclosure to the user, possibly through a short
form notice. (See figures below).

How We Use Information

What do we do with the information we collect? The short answer is: Provide you with an amazing
set of products and services that we relentlessly improve. Here are the ways we do that:

e Develop, operate, improve, deliver, maintain, and protect our products and services.

e Send you communications, including by email. For example, we may use email to respond
to support inquiries or to share information about our products, services, and promotional

offers that we think may interest you.

e Monitor and analyze trends and usage.

® Personalize our services by, among other things, suggesting friends, profile information, or
Bitmoji stickers, helping Snapchatters find each other in Snapchat, affiliate and third-party
apps and services, or customizing the content we show you, including ads.

e Contextualize your experience by, among other things, tagging your Memories content
using your precise location information (if, of course, you’ve given us permission to collect
that information) and applying other labels based on the content.
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:

About Your Privacy

About Your Privacy
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some important information
about how we use your data

Wie also allow select third parties to use
nologies for imited purposes

Performance Data

We use your information to analyze how

a Advortising Data

We use this information to limit the numbser
of times you see an advertisement, to
customize advertising from CNN and from
thirnd parties across our services, to make
advertising more relevant to you, to allow
us to measure the effectiveness of
advertising campaigns, and to track
whather ads have been property displayed
Third Party Vendors

Personalisation Data

stance, data on

mast often may ba
o & better user

experience
Third Party Viendors

Accept and Continue

In recent enforcement actions, such as the
ltalian data protection agency’s direction
to OpenAl for ChatGPT, the regulator asked
OpenAl to make available on its website: (a). an
information notice describing the arrangements
and; (b). logic of the data processing required
for the operation of ChatGPT, along with other
details. It also required that the notice must be

‘W usé this information to remember
choices you have made and to provide
personalised content recommendations,
notifications, and breaking news alerts
Third Party Vendors

easily accessible and placed in such a way as to
be read before signing up to the service.**’

So, it becomes important to give this notice to
users at the earliest available opportunity. This
will typically be when they are signing up for a
service or first interacting with a product.
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Form of Consent

After providing a notice, the fiduciary must get
individuals” consent. Consent must be freely
given, specific, informed, unambiguous and
expressed through a clear affirmative action.®
While these terms are not defined in the DPDP
Act/ Rules, drawing from global regimes to
interpret them:

e Freely given: Provided voluntarily without
any form of coercion or undue pressure.

e Specific: Tailored to specific data processing
activities, and not be ‘catch-all’ clauses. For
instance, if a telemedicine app requests
consent to process data for its services and
to access contacts, but it does not need
access to contacts — consent should only
cover the services.

e Informed: Provide all relevant information
required for the data principal to make an
informed decision, presumably through the
“notice”.

e Unambiguous: Give options to data
principals to exercise and express clear,
affirmative action — which unequivocally
indicates agreement. Consent should not
be inferred.

The requirement of consent being “specific” may
be of particular importance in the context of Al
systems. The illustration in the Act (regarding
a telemedicine app) indicates that consent
to collect and use ancillary data (not strictly
required for provision of the service) cannot
be bundled with the consent to use data that is
required to provide the service. So, if the core
service can be provided without contact book
access, the telemedicine app cannot bundle
both consents together- and make the access
to the app conditional on the user providing
contact book access.

Fiduciaries may evaluate what kind of choices
they provide users. For instance, fiduciaries

could consider seeking consent for Al training:

Settings

Use my data to
improve Al models

Allow your data to be used to help improve
our Al models. You can turn this off anytime.

Let’s consider an example:

An ed-tech platform is deploying an Al-based
anti-cheating solution for proctoring. As a
condition for students to take the exam, the
company requires them to consent to their
data being used to further train and test their
Al model. Fiduciaries must evaluate whether
consent taken in this manner is “freely given”
and valid under the Act.

Fiduciaries must also keep a record of the
consents they get, along with time-stamp and
other details.

Purpose specification

The DPDP Act requires fiduciaries to specify
the purpose of processing in the notice that is
shown to users to get their consent.’® Purpose
cannot be an afterthought. For instance, if when
the user originally signed up to the service,
the organisation did not intend to use the
individuals’ data for Al training purposes, it may
not be able to rely on the original consent for
re-using the same data for Al training. In such
cases, a fresh notice may need to be provided
and fresh consent sought.
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Fiduciaries must delete an individual’s data,
once it no longer serves its original purpose.**°
The law provides some flexibility to businesses
in determining this timeline. However, under the
Rules, certain businesses such as online gaming
platforms (with > 50 L users), and social media/
e-commerce platforms (with over 2 Cr users)
must delete personal data after three years
of user inactivity.’'! The 3-year timeline kicks
in from the last user interaction. Users must
be notified 48 hours prior to data deletion.?
However, businesses can retain data in certain
circumstances - for legal compliance, account
access or maintaining virtual tokens issued to
the user.!3

Withdrawal of consent

Under the DPDP Act, users have the right to
withdraw their consent at any time after it
has been given.!** Importantly, the process for
withdrawing consent must be as easy as the
process for giving it.1*® This means organisations
must allow individuals to revoke consent without
unnecessary friction or delay.

Once consent is withdrawn, the fiduciary must
stop processing the personal data that was
collected or used based on that consent, unless
the processing is required or authorised by
law. Notably, this withdrawal does not affect

the legality of personal data processed when
the individual’s consent was active.'*® In the
context of Al systems, this may require building
mechanisms to halt further data use or training.
(Refer to the Section ‘Individuals’ Rights’ of this
Handbook, specifically the discussion on right to
seek correction/ erasure)

Using children’s data

Organisations must exercise caution while using
children’s datain Al systems. The use of children’s
data, including in the context of Al systems,
has garnered attention world over. Notably, in
2022, the US Federal Trade Commission (FTC)
directed algorithmic disgorgement as penalty
for a company that failed to take adequate
parental consent when collecting health and
other information of children, in line with the
US Children’s Online Protection Act (COPPA).Y7

Similar to COPPA, under India’s DPDP Act, a
fiduciary must get parents’ verifiable consent
before processing children’s data.!® The Rules
provide some guidance here, without being
prescriptive on the specific method to be used.
Businesses must adopt appropriate technical
and organizational measures to obtain parents’
verifiable consent before they process children’s
data. They can use “reliable details” of identity
and age of the parent available with the business
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or age and identity details provided by parents
or tokens issued by government-authorized
entities.

Globally, methods for parental consent depend
on the context. Some examples include
additional email verification, Interactive Voice
Response (IVR) calling, requiring a credit card on
file, knowledge-based tests, etc.!®

Organisations that are using children’s data for
training models must implement appropriate
age-gates to ensure they are not picking up
children’s data accidentally, and must secure
parents’ verifiable consent in the manner
prescribedintherules. Similarly, when deploying
Al systems for children, appropriate notice and
consent mechanisms must be put in place.

The DPDP Act further bars organisations from
tracking, behaviourally monitoring, or deploying
targeted advertisements directed at children,
except in scenarios specifically called out in
the rules.!?® Unless you fall within one of the
listed exceptions, these activities cannot
be undertaken even with parental consent.
Exceptions include educational institutions
may monitor students’ data for academic
purposes and safety measures, while clinical
establishments, healthcare professionals,
and mental health practitioners can collect
children’s personal data to safeguard their
health. Additionally, tracking and behavioural
monitoring of children is allowed for
specific purposes such as managing email
communication accounts, preventing exposure
to harmful content, and conducting age
verification.*?

Consent Managers

The DPDPA introduces ‘consent managers’ to
facilitate the management of consent through
a registered, transparent platform, which allows
them to act on behalf of data principals.’?? The
Rules lay down some general obligations for
consent managers. Consent managers act as
a neutral intermediary, helping individuals
manage consent for data processing, while
ensuring they remain “data blind” (i.e., they
cannot read or access the data themselves).'?3
Consent managers must meet stringent
requirementstooperate-they must beregistered
with the Board, be an India-incorporated
company, possess the technical and operational
capacity to handle consent management, and
maintain a minimum net-worth of INR 2 crore.??
While the concept has been newly introduced
under the DPDP Act, similar frameworks for
consent management exist in India’s financial
sector, such as the Account Aggregator system.
Additionally, India’s IT Ministry had previously
introduced an electronic consent framework for
user consent management.?®

The consent management system assists in
managing consent requests — both on scale
and specificity. The system is not only capable
of dealing with a mass number of consent
requests, but also provides a mechanism for
granular consent. However, even if a consent
management system is utilized, mechanisms
for limiting liability and indemnity may still be
required.
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Chapter Summary

e To process personal data, businesses must have a legal basis for processing (which may be
either get clear consent or legitimate uses as per DPDP Act from users or justify the processing
under legally recognized grounds). Users need to be given a straightforward, upfront notice
explaining what data is being collected, why it’s needed, and how they can exercise their rights.

e Consentisn’t just a checkbox; it has to be freely given, specific, and unambiguous, meaning
users should actively agree to how their data is used. If data was collected for one purpose, like
tracking app usage, it can’t later be used for Al training without fresh consent.

e Consent managers help streamline this process but don’t get access to the
data themselves. Special rules apply to children’s data - parental consent
is mandatory, and Al-driven targeted ads for kids are not permitted. Also,
companies must delete personal data once it’s no longer needed, unless
there’s a legal reason to keep it. V,

Checklist

1. Design clear and timely notices
e Display privacy notice at the earliest user interaction, i.e. during sign-up or first use.
e Provide clear, concise, easily understandable notice providing all relevant information.

. Ensure notice includes details of what personal data you hold, why you need it, how
users can exercise their rights and complain to the authority.

2. Collect and manage valid user consent
® Ensure consentis:
. Freely given, specific, informed and unambiguous.
. Expressed through clear affirmative action.
® Maintain a verifiable record of all user consent.
3. Review and improve your consent processes

e Establish a protocol to regularly review how consent is requested and
recorded.

e Make necessary updates to data/ consent collection practices and interface
design.

4. Additional considerations when processing children’s data

e Have valid verifiable parental consent method, before processing children’s
data.

® Ensure no tracking or behaviourally monitoring of children, unless covered
by an exception.

36 | Handbook on Data Protection and Privacy for Developers of Artificial Intelligence (Al) in India



Identifying a legal basis:

Legitimate uses

As discussed above, a fiduciary must process data either on the basis of user consent or for one of
the legitimate uses recognised in the Act. These are:

Voluntary provision

Data principals provide their personal
data voluntarily for a specified purpose
and do not object to its use.!?®

AR

Governance

The state or its agencies process data
to provide benefits or services, such
as subsidies, licenses, or permits. This
is permitted when:

e The data principal has previously
consented to such processing.'?’

e The data is stored in a state-maintained
database or document and has been
digitized.?®

State function

The State or its agencies process data
to perform a function under law or in
the interest of integrity or sovereignty
of India.'?

Legal obligations

A fiduciary processes data under a
legal obligation to disclose data to a
State agency.'*®

Legal compliance

A fiduciary processes data to comply
with judgments or orders from any
court, whether in India or abroad,

related to contractual or civil
matters.'3!
Medical emergencies

Data processingis allowed in cases that
threaten life or health or during public
health crises such as epidemics.!3?
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Disaster management

Data can be processed to ensure
safety or provide assistance during
disasters or breakdowns of public
order, as defined under the Disaster
Management Act, 2005.13

Employment purposes

Data processing for
purposes is allowed to prevent
corporate  espionage, safeguard
confidentiality, and protect intellectual
property.t

employment

Of these, the one potentially most relevant for
Al companies is the legitimate use of voluntary
provision of personal data. Besides this, the law
also recognises use of data for State functions,
such as providing any benefit/ license/ subsidy
or use of data in disaster management or in
case of a health epidemic as legitimate uses. Al
businesses developing products for government
authorities/ public functions could evaluate
whether their use-case falls within any of these
legitimate uses.

Voluntary provision of data

Under the Act, if an individual voluntarily
provides her data to the fiduciary for a
specified purpose, and does not object to its
use, the fiduciary need not separately take
the individual’s consent.'® This provision
is drawn from Singapore’s law by merging
two deemed consent provisions - deemed
consent by conduct®® and deemed consent by
notification.!® To rely on this legitimate use:

e The processing must be for the “specified
purpose” for which the individual has
voluntarily provided her data. “Specificed
purpose” is defined elsewhere in the
law as the purpose set out in the notice

given to the individual.’® The individual
must “voluntarily” provide her data. This
could mean two things: (a) Flowing from
the illustration in the Act, the individual
herself provides this information, in a way
“volunteers” the information without it
being solicited. However, this reading would
limit the usage of this legitimate use in the
context of digital applications, where data is
almost always solicited by the platform; or
(b) The individual provides the information
without coercion.

e The individual does not indicate that she
does not consent. Drawing from Singapore’s
guidance, this would mean the individual is
given the ability to object to the use of her
data, through an opt-out.

Example: A developer wishes to create a
language model for a low resourced regional
language. They create a platform for users to
donate writing samples in that language. They
make it clear on the platform that they do
not want users to share personal data in their
submissions. In case a user still submits writings
which contain their personal data, processing
this data can be justified under the ground of
“voluntary provision”.

Global regimes appear divided on the use of
consent and other grounds of processing for
using data to train Al models.

e Some regulators, such as the Dutch®*® and
the German'*® data protection authorities,
note that “legitimate interests” of a business
could be relied on for using personal data
to train Al models (in the context of the
GDPR);

e Others, such as the Canadian Personal
Information Protection and Electronic
Documents Act (PIPEDA)* and the
Norwegian Consumer Council'®?, insist on
consent.
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Understanding

fiduciary-processor
relationships in the

AI lifecycle

The DPDP Act recognises two entities:

e Data fiduciaries: who determine the
purpose and means of the processing.'*®
These are entities that control the data
processing or call the shots. They make key
decisions around the data required, the
sources, what it will be used for, how long it
will be retained.

e Data processors: who process the data on
behalf of the fiduciary.!*

This distinction is recognised world over across
data protection laws. For instance, the GDPR
defines “controllers” and “processors” nearly
identically to India’s DPDP Act.*® Singapore
refers to “businesses” and “data intermediaries”
or “service providers”.}*® The classification as
a data controller or data processor is usually
a case-by-case assessment of which entity
controls the data processing. In most regimes,
consequently, the entity that calls the shots is
also responsible for compliance.

On similar lines, under India’s DPDP Act,
fiduciaries are responsible for compliance,
including for actions of their processors.
Processors face no direct obligations under
the law. They are only obliged to follow the
instructions of the fiduciary — typically recorded
in a contract between the two entities.

In the context of Al systems, often multiple
entities are involved in different stages of model

development, testing, validating, and then
deployment, and re-training, enhancement,
or improvement. Depending on the nature of
the entity’s involvement in the Al lifecycle, or
the specific activities undertaken, it will either
qualify as a data fiduciary or data processor.
The assessment and identification of roles is
complex since each of these may qualify as
fiduciary or processor based on the level of
control they exert over the data processing
in the Al lifecycle. They may also make joint
decisions around the data, in which case they
could also be considered joint fiduciaries.
The fiduciary-processor evaluation is a crucial
assessment —since all obligations under the law
extend to the fiduciary, and the fiduciary must
then document its instructions to the processor
and pass on certain obligations around data use
to a processor through a contract.

An organisation is likely to be a fiduciary when
it makes significant decisions about: source
and nature of the data used to train the model,
model parameters, feature selection, target
output, algorithm, ongoing testing and updates,
etc.'¥ However, even if an entity makes certain
technical decisions on the methods or “means”
of processing, such as, decisions on formats
for data storage, determining programming
language, it is likely to be considered a processor,
if other significant decisions are made by a
different entity.
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Let’s consider a few examples:

EXAMPLE 1

EXAMPLE 3

A developer is developing a base model that
could then be used by financial institutions
for underwriting. In developing the model, it
independently makes decisions around data
sources, algorithms, model parameters, among
others. It will be a fiduciary for this base training
data since no other entity is in the picture at this
stage.

A developer develops a bespoke model for a
financial institution. The institution directs the
developer on purpose of processing, desired
output, source of data, etc. The developer
takes certain decisions independently on the
means of processing, such as the form in which
the data will be sourced and stored. Here, the
institution is likely to be understood as the
fiduciary and the developer as a processor. This
is because the institution exercises control over
the data processing, even though the developer
makes decisions on the method or “means”,
the institution makes significant decisions on
“purpose”.

EXAMPLE 2

A video streaming platform contracts a cloud
service provider to host and manage its Al
recommendation system infrastructure. The
streaming platform (deployer) defines the
purpose of training the Al system, specifying the
use of a dataset originally collected for providing
the service and determining the expected
outcomes. The cloud provider manages data
storage, training efficiency, and resource
allocation without changing the system’s
intended use.

In this case, the streaming platform is the data
fiduciary, as it decides the purpose and means of
processing, while the cloud provider acts as the
data processor, managing technical aspects.'*®

A hospital uses an Al-based diagnostic tool
developed by an external company. The
hospital provides patient data to the Al system
for processing, and the Al tool helps generate
medical diagnoses. The hospital decides how
the tool is applied, the patient data being
processed, and the purposes for which the
results are used (e.g., diagnosing diseases). The
developer, on the other hand, determines how
the data is technically processed, such as the
algorithms used, storage of interim results, and
data management during processing.

In this case, the hospital would be the data
fiduciary since it determines the purpose of
processing (diagnosing patients using Al).
The Al tool developer would be the data
processor because it handles the technical
means of processing patient data, such as how
the algorithm works and the infrastructure
supporting the processing, but not the primary
purpose.

Evenifitisastandardisedservice/product, where
the manner of processing is predetermined by
the processor, the hospital in this case makes the
choice as to whether to avail the service/ deploy
the product. This fact means the hospital makes
a determination of purpose and means.*

Therefore, the same entity could be a
fiduciary for a data processing activity while
being a processor for a different activity. The
classification is activity specific. For instance,
a developer creating a base model may be
a fiduciary for the initial training dataset but
may be only a processor once the product is
deployed by its customer.
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EXAMPLE 4

A legal tech platform partners with an Al
model provider to offer an Al-powered legal
research and drafting assistant. The platform
collects user-submitted data (e.g., case facts,
legal queries, client information) through
its web interface, while the model provider
processes these inputs via its API, generating
legal responses using its large language model.
Both entities jointly determine how user data is
used—for instance, to generate outputs, retain
logs for performance monitoring, and fine-
tuning the underlying model. They also make
shared decisions on input formatting, storage
duration, and user consent mechanismes.

In this case, both the legal tech platform and
the Al model provider may be considered joint
data fiduciaries. They jointly determine the
purpose (delivering Al-assisted legal services)
and the means (collecting and processing user-
submitted legal content via the API). As such,
both parties are responsible for complying with
applicable data protection obligations—such as
issuing notices, obtaining valid consent, securing
data, and facilitating user rights—within the
scope of their respective roles and the shared
processing purpose.

Where multiple entities are involved, they must
execute a contract clarifying rights and liabilities.
The contract between the entities should:

e |dentify and document roles, i.e. who is the
fiduciary or processor or if the entities are
joint fiduciaries;

e Seek appropriate representations and
warranties, for instance if a deployer
provides its end-users’ data for training
the Al model, the developer must seek
a representation that the deployer has
appropriate consents from its end-users for
using this data;

e Restrict the use of the data by the data
processor to the documented purpose;

e Document responsibilities in case of a data
breach;

e Document responsibilities in case an
individual seeks to exercise their right to
access, update, or erase their data;

e Include indemnities in case of breaches.
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Chapter Summary

There is a distinction between data fiduciaries and data processors under the DPDP Act. Think of
data fiduciaries as the ones calling the shots; they decide what data to collect, how to use it, and for
what purpose. Data processors, on the other hand, just follow instructions and handle the technical
side of things. In Al, this gets tricky because multiple players are involved and who's
in control can change depending on the stage of development. Sometimes, two
entities share control and become joint fiduciaries. Since the fiduciary is legally
responsible, contracts between them and processors must clearly define roles, limit
data use, and outline responsibilities in case of breaches or user requests.

Checklist

Identification of roles and responsibilities

e |dentify third parties you work with where personal data sharing/ receipt is

involved.
]

e FEvaluate your role and the third party’s role, i.e. whether a fiduciary, processor,
or ajoint fiduciary N
e For this assessment, assess who calls the shots and makes decisions as to : R
source of data, how it will be used, target output, etc. o —
' —

e Document roles and responsibilities in a contract with third parties, such as
each party’s obligations with respect to user rights, breach reporting, etc.
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Individuals’
rights

The DPDP Act grants individuals certain rights
over their personal data, for as long as the
organization holds and processes it. The rights
extend only to personal data. Therefore, once
anonymized to an extent that an individual
cannot be identified from the dataset - the
dataset no longer attracts the same obligations.

Forinstance, consideradeveloperwhoiscreating
a model for an Al-based agri-support tool that
aims to identify appropriate interventions for
farmers. The developer collects data directly
from farmers across different regions of
Northern India, which includes identifiers like
names, locations or contact details. In this pre-
processing stage of the Al model, the collected
data is classified as personal data, since it can
be used to link to a particular individual, and
therefore, is subject to the rights conferred by
the DPDP Act.

However, before the data is fed into the Al model
for training, the developer anonymises the
dataset, stripping it of identifiers that could link
it back to individual farmers. This data has now
been transformed into non-personal data. This
is the processing stage for the Al model, where
it processes only anonymized data to generate
insights. Since the data no longer qualifies as
personal data, individual rights under the DPDP
Act will not apply to this dataset.

The fiduciary must have mechanisms in place to
allow individuals to exercise their rights when
the data is still personal. If multiple entities
are involved in the data processing pipeline,
the fiduciary must ensure that the processor

supports compliance with individual rights.
The fiduciary is ultimately responsible for
ensuring that user rights can be exercised at the
appropriate stages of data handling.

Each right is discussed below:
Access information:

Anindividual can request a summary of personal
data being processed and the processing
activity.™® This would mean a description of
the personal data that is collected, for instance,
health data, purchase history, customer chats,
etc. The reference to “processing activity” in
the context of Al model training could mean
describing how the data will be used, for
instance, anonymised at pre-processing stage,
and then used to train the model.

India’s DPDP does not provide a right to
explainability — found in certain global data
protection laws.’® However, explainability is
a critical principle from an overall Responsible
Al perspective and should be factored in while
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developing Al solutions. (Refer to Section Il of
this Handbook for more information)

Individuals can also request for identities of
those with whom such data is being shared
(along with details of what components of
data are shared).’>? For instance, if you are a
consumer facing platform and you engage a
third-party service provider for data analytics
- and you share customer data with this entity
- you will be obligated to share details of this
entity with the customer.

Seek correction/ erasure:

An individual can seek correction of inaccurate
or misleading personal data, completion of
incomplete data, and updating of data.?®® An
individual can also seek erasure of her personal
data, and fiduciary must delete her data, unless
its retention is required under any law. Giving
effect to rectification/ erasure rights is a tricky
exercise and the scope of these rights in the
context of Al systems is evolving across the
globe.

The UK ICO sets out a helpful framing to
understand these rights by breaking down the
data into input data (training data used to train
an Al model), output data (results), and personal
data that is part of the model.

For instance, an individual’'s purchasing habits
are a part of input for a model. The individual
seeks rectification of an incorrect data field. At
the pre-processing stage, before the data has
been used to train the model- the organization
must correct the data. For correcting such data,
the organization should ask the individual to
confirm her accurate details, and if required,
ask her to submit supporting documentation to
verify. 154

Once deployed, the Al model shows results
about an individual. For instance, from an
individual’s purchasing habits, she is shown
relevant product listings on an e-commerce
marketplace. The inferences/ insights about her

purchasing habits are output. However, these
are likely to be seen as subjective prediction
scores rather than statements of fact®®, and
the right to rectification may not apply to such
output.

Where the model has “learnt” using an
individual’s data — which she later seeks to
rectify or remove — organisations must consider
if it is possible to make the model unlearn
such data. There is some research ongoing on
disgorgement, removal of offending data from a
model*®, with the United States’ Federal Trade
Commission having directed disgorgement of
the model on a handful of occasions when it was
found to have been trained on illegally obtained
data.®’

There are different approaches to model
disgorgement, which offer various trade-offs
between utility, computational cost, and the
strength of the guarantee provided.®® For
instance, retraining a model can be costly, and
technically and economically infeasible, while
adding noise to the weights of the Al model,
through techniques like differential privacy,
can also help minimize privacy concerns by
disrupting the model’s ability to retain specific
data, but may end up affecting model utility.*®

While acknowledging that machine unlearning
techniques are still in their early stages,
Commission Nationale Informatique & Libertés
(CNIL) proposes alternative methods to
address corrections / erasure requests. One
such approach is fine-tuning models with
new data to minimize the impact of outdated
or incorrect information. Another method
involves implementing output filters, which
would prevent the generation of personal data
related to individuals exercising their rights.
Rather than creating a blacklist of data subjects
who have exercised their rights, CNIL suggests
using general rules to detect and pseudonymize
personal data in model outputs, thereby
reducing the risk of privacy breaches, such as
inference-of-membership attacks.®®
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Given the practical difficulties of implementing
technical solutions to modify trained models,
CNIL emphasizes designing Al systems in a
manner that makes it impossible to identify
individuals in the training data. This can be
achieved through anonymization techniques
or methods that prevent the memorization or
regurgitation of personal data. Such approaches
will eliminate the need for individuals to exercise
their rights over the model and reduce privacy
risks 16!

Grievance redressal:

If individuals have concerns about how their
data is being used, they have the right to raise
a complaint.’®> The Rules provide that every
organization must appoint a dedicated Point
of Contact (POC) to handle these grievances
and make their contact details easy to find -
whether on their website, app, or in relevant
communications.'®® For SDFs, this role must be
filled by a Data Protection Officer.

The Rules also state that companies also need
to be upfront about how long it will take to
address complaints (which should be within 90
days) and put proper systems in place to resolve
them within that timeframe.'®*

Nomination:

An individual can nominate another individual
to exercise their rights on their behalf, in the
event of their death or incapacity — ensuring
that personal data rights are protected even in
situations where the Data Principal cannot act
personally.’® In this respect, incapacity includes
conditions such as mental unsoundness or
physical infirmity that may prevent a Data
Principal from exercising their rights.

To facilitate this, the Rules provide that
individuals must follow the Data Fiduciary’s

prescribed process, which must be outlined in
their terms of service and any applicable laws.
The fiduciary must clearly publish the steps and
requirements for making a nomination, to make
it easier for users to exercise this right.*6®

Differences with other laws

Article 22 of the GDPR grants individuals the
right not to be subject to decisions based solely
on automated processing, including profiling,
that produces legal or similarly significant effects
on them.®’

Simply put, when significant decisions, such as
credit approvals, hiring decisions or insurance
claims, are made by Al systems, individuals
can request human intervention, express their
views and contest the decision. Article 22 aims
to safeguard individuals from potential harm
due to Al systems making biased or inaccurate
decisions in the absence of human oversight.

The DPDP Act does not include an equivalent to
GDPR’s Article 22, leaving individuals without
a formal right to challenge or appeal fully
automated decisions. As a result, organizations
are not legally required to involve humans in
automated decision-making or provide recourse
for affected individuals - though this may be
good practice both as a responsible Al measure
as well as to avoid implications under future Al
regulations in India

In the absence of these formal protections,
organizations can adopt responsible Al principles
like fairness, accountability and transparency to
ensure ethical and fair use of Al. By ensuring that
decisions are unbiased (fairness), involve human
oversight where necessary (accountability), and
are explainable (explainability), organizations
can align with global standards and enhance
trust. (Refer to Section Il of this Handbook for
more information).

Handbook on Data Protection and Privacy for Developers of Artificial Intelligence (Al) in India | 45



Chapter Summary

e Individuals have key rights over their personal data under the DPDP Act: access, correction,
erasure, grievance redressal, and nomination. They can request details on what data is collected,
how it’s used, and with whom it’s shared provided that fulfilling such requests is technically
feasible.

e Organizations must ensure clear processes for users to exercise their
rights, including grievance redressal mechanisms and allowing nominated
representatives to act on their behalf if needed. It is also to be noted that
individuals have rights over their personal data for as long as it’s processed, but
once anonymized, those rights no longer apply.

Checklist

1. Facilitate transparency and access for users
® Provide users with a mechanism to request a summary of their personal
data being processed, including details on how the data is used and shared
. Clearly communicate how personal data is used, including whether it
is shared with third parties.

Tl

. Disclose relevant details about processing activities, for example,
if data is anonymized during pre-processing before being used for
model training.

2. Support data accuracy and correction pre-training
e Allow users to correct inaccurate or incomplete personal data.
e Establish a process to verify and update user-submitted corrections.

3. Enable data erasure and post-training remedies
e Allow users to correct inaccurate or incomplete personal data.
e Define and implement strategies to address data correction or deletion requests where
technically feasible.
4. Offer grievance redressal and representation mechanisms
e Appoint a dedicated POC for user grievances.

. Make the POC contact details easily accessible, for example, in privacy notices, on
your website, or through customer support.

® Provide a process for users to nominate a representative to act on their behalf in the event
of death or incapacity.
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Organisational
Measures

Under the DPDP Act, the law casts a general
responsibility on data fiduciaries to implement
“appropriate  technical and organisational
measures”.'® Such measures are meant
to further the objective of meeting legal
obligations under the DPDP Act. Beyond this
general obligation, the Rules call on data
fiduciaries to implement appropriate technical
and organizational measures particularly with
regard to facilitating user grievance redressal,*®°
obtaining verifiable parental consent when
processing children’s personal data,'’® and
implementing reasonable security safeguards to
protect personal data.'”

Scope of application

While there is no clear definition or defined
scope in the law, these terms are broadly
understood as:

e Organisational measures: build an overall
internal culture of being committed to data
protection. This includes implementation
of data protection policies, yearly review
of the processing activities, and training of
employees and management.t’?

e Technical measures: have a direct effect
on the operation of technical processing
of data.'”® This includes pseudonymization
of personal data, encryption, access

restrictions, using privacy enhancing or
privacy preserving technologies.

Notably, the base requirement is that any of the
measures you adopt should help in ensuring
effective observance with the DPDP Act.*’

Test for appropriateness and
proportionality

‘Appropriateness’ of  organizational and
technical measures that you should adopt
is purely contextual. A data fiduciary is not
typically expected to implement every available
organizational and technical measure. Instead,
a comprehensive assessment of processing
activities and analysis of underlying risks can be
done to select and determine measures.

Taking cue from global regimes, this can be
based on:'”®

® Nature: Type of processing activity — like
collection, recording, storage, organisation,
etc.

® Scope: How much data, whose data, for
how long and the geographical or territorial
scope of the data being processed.

e Context and purpose: \Why the processing
is happening.
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The measure adopted must be proportionate
to the risk posed by the processing operation.
For instance, an Al-based facial recognition
software for use by law enforcement poses
greater risks than a Al-based personalized
feed on an e-commerce platform. The riskier a
processing operation, the more comprehensive
the accompanying evidence of an organisational
or technical measure must be.'’®

How to ensure accountability from
the Al development phase itself?

This is a tricky one. Accountability cannot be
an afterthought, and will need to be built into
the design process of Al models. Since larger
models (like LLMs) are typically developed in a
closed environment within corporations (where
it may not be possible to share information of
internal architecture), holding the right people
accountable becomes difficult.'”” Proactively
creating internal accountability structures can
help demonstrate compliance and reduce
likelihood of increased regulatory scrutiny.

To avoid this, it is important to put responsible
practices in place, clarifying who is responsible
forwhat. Buildingastrong culture of accountability

Checklist

from the beginning will help your team handle
compliance challenges effectively and create
an environment where people involved feel
responsible for their actions.

A few principles that organisations can follow

are:

Placing responsibility: Clearly demarcate
roles, responsibilities and potential
implications (includingimpact onindividuals
and communities) to different entities
in the Al development cycle, especially
developers.1’®

Transparency. Operate Al systems in a
way that their decision-making processes
are easily understandable to stakeholders
(including end-users).

Traceability: Maintain thorough
documentation of Al system development
processes, decisions made, and data
sources used, facilitating audits and
assessments.

Ethical standards: Adhere to established
ethical guidelines considering responsible
Al principles (covered in detail in Section I
of the Handbook).

Here is an indicative list of organisational and technical measures for developers to

consider. These may be adopted across different stages of the Al lifecycle, based on
factors like the nature of the Al system, specific use-case, volume and sensitivity of

personal data.

e Develop a data protection policy including guiding principles and define
processes for identifying and managing data protection risks throughout the Al

lifecycle.r”®

T

e Conduct Data Protection Impact Assessment (DPIAs) to help anticipate and mitigate risks. Include
a description of data principal rights, the purpose of processing their data, and analysis of the
risk to these rights.’®° Mandated for significant data fiduciaries under the DPDP Act,*®! they may
be useful for organizations to embed into their processes to evaluate privacy risks/ harms at
every stage of Al development and deployment.
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Apply techniques like privacy threat modelling (PTM) to map personal data collection, processing
and usage across the Al system; and identify risks at each stage.'®?

Use privacy-enhancing technologies (PETs) including application of anonymization and
pseudonymization techniques like data masking and aggregation to reduce re-identification
risks. Effectiveness of these techniques should be validated through rigorous testing and audits,
assessing the likelihood of re-identification.

Embed security from the beginning by incorporating safeguards. This is also mandated by
the Rules. It includes encryption, data masking, virtual tokenization, and access controls (for
instance, role-based access controls) to protect personal data held by businesses and their data
processors.1&

Implement access logging mechanisms to detect unauthorized access, maintain data backups
to ensure business continuity, and retain logs for at least one year for detection of unauthorized
access and incident investigation.®

Usage of ethical design frameworks such as fairness frameworks!®® and value-sensitive design'®
may help identify ethical dilemmas, evaluate potential impact of designs, and can prioritize user
welfare in system design.

Perform Al Impact Assessments to evaluate the privacy, security, and societal impact of the Al
system prior to deployment.

Ensure secure system configuration by following best practices such as applying security
patches, disabling unnecessary services, and using encryption to protect both model training
environments and downstream systems.

Establish an Al Ethics Committee or involve experts to oversee Al project development and
assess ethical implications.®

Appointing key dedicated compliance officers, such as a Data Protection Officer (DPO) (also
mandated for significant data fiduciaries under the DPDP Act).’® Such officers would be
responsible to ensure that an organization adheres to legal requirements and best practices,
related to data privacy and security.

Revamping internal processes through:

e Regular audits: To evaluate compliance with the law and internal policies from data
management to model performance.

e Stress tests: Simulating extreme scenarios help in evaluating Al systems’ response under
pressure and help in identifying vulnerabilities and potential failure points.

e Scenario analysis: Anticipates potential compliance challenges by exploring various
hypothetical situations. By examining different use cases and their implications, developers
can proactively identify risks and develop mitigation strategies. This practice encourages
forward-thinking and prepares teams for a range of outcomes, ultimately fostering a culture
of responsibility and diligence.

¢ Granular documentation: Thorough documentation for the entire data pipeline to maintain
comprehensive records including all processes, decisions, and compliance measures.

Continuously monitor request and response patterns for anomalies indicative of active attacks or
breaches.
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Section II

Responsible



With Al's growing integration into everyday
applications'®, governments across the world
are actively considering how best to guide and
govern its use.’ Several jurisdictions have
already proposed or implemented frameworks
including European Union,*! United States,?
China,'*? United Arab Emirates,*** among others.

In India, the conversation around Al governance
is also gaining momentum. The government’s
flagship Al initiative, IndiaAl Mission, identifies
“Trustworthy and Responsible Al” as a core
pillar.**> While a dedicated legal framework
for Al is yet to be introduced, various
government and industry-led initiatives signal
increasing attention to ethical and responsible
Al development. These include the NITI
Aayog’s approach papers,’®® MeitY’s advisory
frameworks on ethical Al, and the NASSCOM
Responsible Al Playbook.®” Notably, MeitY and
the Office of the Principal Scientific Advisor have
recently formulated the India Al Governance
Guidelines,*’™ articulating high-level principles
for responsible Al development and deployment
in India and providing overarching direction for
ministries, industry and researchers.

India’s regulators are also actively participating
in the conversation on Al governance. For
instance, the Reserve Bank of India has issued
the Framework for Responsible and Ethical
Enablement of Al (FREE-Al) which outlines
principles and safeguards for responsible
Al adoption in the financial sector.’®’® The
Securities and Exchange Board of India has
also published a consultation paper proposing
guidelines for the supervision and governance
of Al and machine-learning tools used by market
participants.’®’© Collectively, these efforts lay
the groundwork for a principled approach to Al
governance in India.

Responsible Al is not driven only through
regulation. It is a practical necessity to create
products that are trusted and therefore widely
adopted.’® It helps ensure that Al does not
unintentionally amplify bias, cause harm, or
undermine user autonomy. As Al systems
become more embedded in critical sectors,
there is growing recognition that responsibility
must be shared.

The following sections outline the core principles of Responsible Al and how they can be applied

in practice:

Fairness: Ensuring Al systems do
not discriminate or exclude.

I& Accountability: Clarifying who is
i responsible and how concerns can
be addressed.

Transparency: Making Al decisions
explainable and understandable.

Security: Protecting systems
from misuse, manipulation, and
emerging risks.

J

These principles provide a practical framework to support the development of Al that is both
innovative and aligned with user trust and societal values.
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Fairness

What does Fairness mean?

Fairness in Al refers to principles and practices
aimed at eliminating bias and discrimination
in Al models. The goal of the fairness principle
is to ensure equitable treatment across
individuals and groups and promote inclusivity
in automated decision-making.®® It applies
not only to discriminative Al systems (which
classify, predict, or rank individuals), but also
in generative Al systems (which generate
content like image, text, or audio).?®® Addressing
fairness requires attention to how Al models are
developed, trained and aligned.?*

It encompasses statistical fairness (which covers
mathematical and computational methods that
ensure Al models do not unfairly disadvantage
a particular group) and social fairness (which
covers broader and more qualitative impact of
Al systems on individuals and society).29% 203

Different concepts of fairness in Al
systems

Fairness in Al is a multifaceted concept, with
overlapping but distinct types. This includes:2%

e Mathematical side of fairness: Associated
with quantitative definitions and measures
which assess whether a model’s predictions

or decisions are fair — both at individual
and group levels — to ensure fairness in a
more ‘objective’ manner.

Group fairness: Means treating members
of different groups like caste, gender, or
age, equally. It also focuses on making
sure that outcomes are fairly balanced. For
instance, a lending model deciding on loan
approvals. If 40% of male applicants are
approved and demographic parity is to be
maintained, then 40% of female applicants
should also be approved, irrespective of
other factors like income or credit score.?%

Individual fairness: Asserts that similar
individuals should be treated similarly.
Decisions should be consistent and based
on relevant attributes, not biased by
irrelevant characteristics. For instance,
in an Al system that predicts academic
performance, individual fairness ensures
that two students with similar academic
histories and skills are treated equally,
without bias based on irrelevant factors
like their geographic location or family
background.

Counterfactual fairness: Aims to ensure
that Al systems make the same decision for
an individual — regardless of their group
membership — even if their attributes were
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different. For instance, in a loan approval Al
system following counterfactual fairness,
applicants’ loan approval or rejection will be
the same, if they are from different castes
or religious groups — as long as their other
attributes like income and credit score are
the same.

Procedural fairness: Emphasizes that the
process used to make decisions should
be fair and transparent. For instance,
procedural fairness would ensure that
an algorithm’s decision-making process
is transparent in an Al-driven decision-
making system for healthcare treatment

sharing how the algorithm arrived
at its decision, a clear basis for its
recommendation, and make the process
open to review.

Causal fairness: Aims to ensure that
Al systems do not reinforce historical
biases and inequalities. For instance, in
an employment screening Al tool, causal
fairness would ensure that the algorithm
does not reinforce historical biases and
patterns of discrimination, like favouring
male candidates over female candidates for
leadership positions. In fact, such systems
should be designed to break these patterns,

recommendations. This would include rather than perpetuate them.

All bias is not necessarily bad! A positive bias, created through curated data sets favouring
marginalized social groups, can help Al systems make the right decisions.?%

Sectoral examples of fairness in Al

Fintech: Al is used for credit scoring, loan approvals, and fraud detection. However, historical

data used to train these models may reflect societal biases, leading to unfair outcomes. For
example, a credit scoring model may unfairly penalize applicants from specific regions or
socioeconomic backgrounds, denying them access to credit. Fairness in fintech Al systems is
crucial to promoting financial inclusion and preventing discrimination.?’

@ Healthcare: Al is used for disease diagnosis, drug discovery, and personalized treatment
&\(ﬁ recommendations. However, Al models may make unfair decisions if the training data lacks
diversity or reflects biases prevalent in the healthcare system.2® For example, if an Al model
is used to recommend heart disease treatments, the training data mainly reflects outcomes
for male patients. The Al model may not be able to recommend equally effective treatments
for women because it lacks sufficient data on their specific symptoms and responses to
treatment, which can differ from men.

Agriculture: Al is used for precision farming, crop yield prediction, and pest management.
However, if the Al models are trained on data from certain regions having specific farming
practices, they may not perform well in other contexts.?® For example, an Al model designed
for crop yield prediction, trained on data from large-scale farms in the United States using
advanced irrigation systems, may not perform well to small-scale farms in India relying on
rain-fed agriculture. The Al model might overestimate yields because it assumes a consistent
water supply, whereas India’s local reality is of uncertain rainfall patterns.
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Telecom: Al is used for network optimization, customer service, and fraud detection.
However, if the Al models are trained on data from specific regions or customer segments,
they may not perform well for other regions or segments.?° For instance, an Al-powered
chatbot trained primarily on customer service interactions in English or Hindi will not be able
to respond effectively to customers who speak other languages like Tamil, Telugu, or Bengali.
This limitation could lead to poor service quality in states where such languages are spoken
more, such as Tamil Nadu, Andhra Pradesh, and West Bengal.

J

Why is ensuring Fairness important
in India’s context?

In a diverse country like India, ensuring fairness
in Al systems is crucial for promoting socio-
economic equity.?!! Given India’s wide range of
socio-economic backgrounds, castes, languages,
cultures, and religions, Al systems must be
designed to avoid discriminating against any
particular social group.?? Fair Al systems can
help mitigate historical and societal biases,
fostering inclusivity and reducing disparities.
Therefore, it is essential to integrate fairness
principles throughout the entire lifecycle of
Al systems - from design and development to
deployment and monitoring.?*®

Recognizing these risks, in 2023, the
Telecommunication Engineering Centre (TEC), an
arm of the Department of Telecommunications,
Government of India, released the Standard
for Fairness Assessment and Rating of Artificial
Intelligence Systems to test for bias in Al-
generated outcomes.?** These standards provide
a structured framework to assess and certify
the fairness of Al systems through a three-
step process: bias risk classification, fairness
metric selection, and bias testing. It covers both
group and individual fairness metrics, offering
standard operating procedures (SOPs) for self-
assessment or third-party auditing. The goal of
these standards is to promote trustworthy Al by
enabling transparency, risk-based evaluation,
and comparability across systems.

Similarly, in 2023, Google announced its
intention to study bias from an Indian societal
context by focusing on cultural factors

relevant to India, such as caste, religion, and
language. Google emphasized that existing bias
evaluation and mitigation measures must be
recontextualized to the Indian context before
application.

Challenges in ensuring Fairness

Ensuring fairness in Al systems is complex due to
the nature of Al technologies and is exacerbated
due to the Indian societal context. Fairness is not
a one-size-fits-all concept — it rather depends
on the situation, making it difficult to apply a
universal standard across all Al applications.

e Conflicting definitions of fairness: A key
challenge is of multiple, often conflicting,
definitions of fairness.?*® For instance, equal
opportunity aims to ensure that equally
qualified individuals across groups have
the same chance of a positive outcome. In
contrast, demographic parity seeks equal
outcomes across groups, regardless of
group-specific qualifications.?*® This means
if one group is underrepresented because
there are fewer qualified individuals (who
may have had historical disadvantage and
limited access to opportunity by virtue of
being in a particular demographic group),
achieving demographic parity might
require prioritizing these underrepresented
groups — potentially at odds with equal
opportunity. Developers must navigate
these trade-offs, aligning their choices with
the system’s goals and its broader ethical
and social context.

e Biased training data: A major source of
unfairness comes from biased training
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data.®” Al systems learn patterns from
the data they are given, and if that data
reflects existing societal biases, the
system may reinforce those biases in
its decisions. Addressing this requires
not only technical proficiency but also a
nuanced understanding of the data’s social
implications.

e Lack of transparency: Many Al models,
particularly those based on deep learning,
often function as “black boxes,” making
it difficult to understand or explain how
decisions are made. This lack of clarity
makes it harder to detect and correct unfair
outcomes.?t®

® Scale-related concerns: Solutions that work
in controlled or small-scale environments
may falter at scale. As Al systems grow
in  complexity and reach, ensuring
fairness across diverse contexts becomes
increasingly difficult.

® Performance trade-offs: Techniques
desighed to promote fairness like
anonymization or algorithmic adjustments
can sometimes reduce Al systems’ accuracy
or efficiency. Developers must often
balance the trade-off between fairness
and performance, which may limit the
system’s effectiveness.?’® For instance, in
the prevention of adverse tuberculosis (TB)
outcomes (PATO), the trade-off between
accuracy and fairness became particularly
evident when performance audits revealed
that the Al system was more accurate in
predicting adverse TB outcomes for male
patients than for female patients. While
the model demonstrated a high overall
recall (~70%) - significantly better than
rule-based baselines (~¥50%), this aggregate
performance masked disparities across
gender cohorts. Addressing these fairness
gaps required post-hoc fairness-enhancing
algorithms, which slightly adjusted the
model’s predictions to equalize accuracy

across groups. Although this rebalancing led
toadropinthe overall performance, itwasa
deliberate design choice to prioritize equity
in public health outcomes. This ensures
that no sub-group especially women (who
may face different barriers to TB treatment)
—was systematically under-served by the
Al. This case underscores that fairness is
not a static metric but an evolving design
objective, especially in high-stakes settings
where public service delivery is involved.

resistance: Even
solutions are feasible,

® Organisational
when technical

organizational  resistance can  pose
implementation challenges. Some
stakeholders may  oppose  fairness

interventions if they threaten existing
power structures or profit margins, making
implementation  difficult despite the
availability of solutions.??°

Fairness and mitigating model bias:
the same concept?

Fairness and mitigating model bias are closely
related; however, bias is more of a technical
issue, while fairness is a social and ethical
issue.??

Fairness in Al refers to the absence of
discrimination or favouritism toward any
individual or group based on protected
characteristics such as caste, gender, age, or
religion. It requires a conscious effort to ensure
the algorithm does not discriminate against any
group/ individual.

On the other hand, model bias refers to
systematic errors in the Al lifecycle that skew
outcomes in favour of or against certain
individuals or groups.?? These biases can emerge
from training data, model design, algorithmic
implementation, or deployment contexts. Even
minor skews can amplify societal inequities- a
phenomenon often called the Butterfly Effect in
Al systems.??
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Types of bias

e Sampling bias: Arises when training data does not represent its intended population. For
instance, an Al diagnostic tool trained primarily on data from one ethnic group may not
perform accurately for other ethnic groups.

o Algorithmic bias: Often stems from the design and implementation of the algorithm
where certain attributes are unintentionally prioritized and may subsequently lead to
unfair outcomes. For instance, historical arrest data from Oakland, California reflects
patterns of over-policing in African American communities. If such data is used to train a
predictive policing algorithm, it may reinforce and perpetuate those past biases, resulting in
discriminatory outcomes.?*

e Measurement bias: Occurs when data collection methods over/underrepresent groups. For
instance, speech recognition systems trained on one gender may fail to recognize speech
patterns from another gender.

® Representation bias: Appears when a dataset does not accurately represent the population
it is meant to model, which leads to inaccurate predictions. For instance, a US-based hospital
algorithm which predicted which patients need additional medical care was found to be
biased against Black patients — because it used healthcare cost history, which did not
account for different ways communities pay for healthcare.

® Generative bias: Occurs in generative Al models and emerges when the model’s outputs
disproportionately reflect specific attributes, perspectives, or patterns present in the training
data, leading to skewed or unbalanced representations in the generated content. For
instance, Al consistently depicting ‘terrorists’ as men with dark facial hair.

e Confirmation bias: Emerges when algorithms are designed to learn from user interactions,
reinforcing the users’ beliefs or biases. Such personalized content recommendations can
create echo chambers by repeatedly reinforcing users’ existing beliefs.
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Addressing model bias is an important step towards achieving fairness in Al — it can help reduce the
likelihood of unfair outcomes. However, achieving fairness may require additional efforts beyond bias
mitigation.?®

Developers (particularly with deep learning systems) face challenges in mitigating model bias. Deep
learning systems often operate as black boxes, making bias difficult to trace or fix. Available datasets
may be incomplete or historically biased.

How to mitigate model bias?

e Diversify (as far as practicable) Al development teams and datasets: To design and deploy
Al systems, engage a range of stakeholders — across demographic groups, age, caste, gender
and socioeconomic status — to prevent the system from developing skewed outputs.

® Ensure human-in-the-loop: Incorporating human reviewers or moderators in the Al lifecycle
development can help mitigate risks and provide a checks-and-balance system to prevent
propagation of biased or harmful content.

® Regular audits and tests for bias: Conducted by independent third-party reviewers or
internal teams dedicated to fairness, audits allow examining input data and algorithm
outputs to identify potential biases and their sources.

e Transparent and explainable Al systems: Documenting choices made during the algorithm’s
development, such as which features are used and how they are weighted in the decision-
making process.

e Design self-learning Al systems: Capable of rectifying its outputs by incorporating feedback
loops, which allow the system to adjust and refine its algorithms in response to identified
biases.

e Utilise technical measures: Different technical measures like oversampling, synthetic data
generation, regularization and ensemble models may help in achieving equalized odds. Care
must be taken to ensure that ‘de-biasing’ measures suit the Indian context.

Evaluating fairness in Al: Why metrics are not enough

Evaluating fairness in Al systems involves more than just running an algorithm and reading off
results. It requires active engagement with both performance metrics (like accuracy, precision,
recall) and fairness-specific metrics (like demographic parity, equal opportunity, or disparate
impact).

Why metrics matter?

Metrics are essential for identifying whether an Al system is treating individuals or groups
unfairly. These metrics help quantify fairness issues, giving developers a way to assess whether
the model might be favoring or disadvantaging certain populations. (a). Demographic parity
checks if different demographic groups receive positive outcomes at equal rates. (b). Equalized
odds measures whether the model’s error rates (false positives and false negatives) are similar
across groups.
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Role of open-source tools

Tools (like IBM’s Al Fairness 360, Microsoft’s Fairlearn, and Google’s What-If Tool) that help
compute these metrics automatically. These tools save time by automating calculations, offer
visualizations to better understand group-level performance and allow easy experimentation
with different fairness interventions.

Tools aren’t enough — they are facilitators

Despite their usefulness, these tools do not replace human judgment since:

Fairness is context-specific: A model that satisfies one fairness metric may still be unfair in

Trade-offs exist: Improving fairness metrics might hurt model accuracy or operational
efficiency. Choosing which trade-offs are acceptable requires ethical reasoning and domain

Interpretation matters: Tools can flag issues, but only developers and domain experts can
assess their real-world significance. For instance, is a 3% disparity in false positive rates

[ )
another context.
[
understanding.
[
across genders acceptable in a loan approval system?
Bottom Line

Metrics and tools are powerful, but evaluating fairness in Al is not a plug-and-play task. It requires
thoughtful, case-specific interpretation—and sometimes, difficult judgment calls. Developers
must go beyond surface-level statistics to understand the deeper impact of their models on
individuals and society.

How to ensure Fairness?

Identifying fairness goals, risks and
stakeholder mapping??°: Map and conduct
potential risks and stakeholder analysis,
considering those who could be affected
by the Al system. Stakeholders include
users, developers, impacted communities,
regulators, and business partners. To
better understand impact on identified
stakeholders, conduct a risk assessment
involving specific evaluation of potential
risks of biased outcomes.

Evaluating data sources and addressing
bias??’: Before any model is trained, fairness
should be addressed in the primary data
set itself. Biases embedded in historical

data may amplify existing inequalities.??®
Techniques like resampling (to fix
imbalances)?®, reweighting (to reduce
influence of dominant data clusters/ biased
samples)®°, or synthetic data generation
(to fill gaps for underrepresented groups in
the data)®' can be used. Approaches like
fairness-aware data clustering?*? can ensure
that data patterns do not inadvertently
encode societal assumptions and biases.

Embedding fairness during model
training: Integrate fairness into learning
algorithms during the model training phase
itself.2*3 Fairness-aware algorithms should
also take into account identified risks and
stakeholder needs.?®* This can be done
by modifying the objective function to
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include fairness constraints,?> or encoding
techniques directly into the training
process like adversarial debiasing,?*® equal
opportunity?®” or demographic parity.>®
These methods can optimize both accuracy
and fairness.

Fairness assessment and mitigation: It is
critical to implement a structured, ongoing
process that spans the entire Al lifecycle —
from system design and data collection, to
model training, deployment, and updates.

Model development workflow: Select
fairness metrics early, aligned with real-
world impact and system goals, and ensure
the development process is inclusive and
auditable.

Mitigating bias: Effective bias mitigation
must extend beyond model design and into
practical resilience. Itis essential to evaluate
and stress-test fairness interventions
under real-world conditions. This includes
experimenting with multiple algorithmic
techniques and examining how well these
approaches generalize across varied
datasets, including  out-of-distribution
(OOD) data. Where generalization is limited,
risks should be transparently communicated
to downstream users and decision-makers
to ensure informed deployment.

Continuous and iterative fairness testing:
Fairness is not a one-time test—it must be
monitored continuously. Regular testing
throughout the model development cycle
is necessary to detect emergent biases
and disparities. These evaluations should
include assessments across sensitive and
intersectional sub-groups. In addition,
systematic misclassification patterns
(especially  those disproportionately
affecting specific groups) must be analysed
and addressed as part of the fairness
assurance strategy.

Comprehensive  documentation  and
transparency: Transparency is foundational
to trustworthy Al It facilitates fairness,
allowing stakeholders to understand and
trust the decision-making process,?*
and outlines how their feedback was
incorporated into updates and refinements
to the system. A well-documented record of
fairness assessments, data decisions, model
parameters, and mitigation measures
enables accountability and external
auditability. This documentation should
also capture how stakeholder feedback
is integrated into model refinement
processes. Ensuring this level of visibility
builds trust among users, regulators, and
affected communities, and supports the
explainability of complex Al systems.

Fairness-oriented output adjustment: To
adjust the model output in a manner that
ensures fair treatment across different
groups (especially stakeholders at higher
risk of bias) post-processing methods can
be applied, after a model is trained.?*° This
can include calibration®** and reject option
classification.?*>  Performance  metrics
such as accuracy, precision and recall,
and fairness metrics such as demographic
parity, equal opportunity can be evaluated
to ensure that the model treats different
demographic groups fairly.

Continuous monitoring and regular
evaluation: Monitoring and evaluation Al
systems are required to ensure ongoing
fairness. Tools like IBM’s Al Fairness 360 or
Google’s Fairness Indicators offer structured
methods for assessing fairness metrics
across datasets and models, both during
and after deployment. These tools support
dynamic adjustment of models in response
to observed bias, ensuring fairness is
maintained in evolving real-world contexts.
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Checklist
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Conception and design

1. Identify fairness goals, risks and
stakeholders

e |dentify goals of your Al system.

e |dentify potential risks with the Al
system.

® Map stakeholders (direct and indirect)
impacted by the Al system.

e Choose fairness metrics suited to the
goals, risks and stakeholders.

e Keep a plan to review and update
fairness definitions as the system
evolves.

2. Evaluating data sources

e Review data sources for demographic
diversity.

e |dentify and document sampling gaps
during data collection.

e Apply corrective methods to bridge
sampling gaps.

® In case using synthetic data, label and
assess data for fairness.

Development
3. Embed fairness during model training

e Use fairness-aware algorithms aligned
with identified risks.

e Evaluate and document trade-offs
between fairness and accuracy.

e |If pre-trained model is being used,
assess it for known biases.

e Have an Al lifecycle-wide plan to
assess and mitigate fairness risks.

e Include regular testing and model
monitoring in the plan.

e |dentify and define roles and
responsibilities for ensuring fairness.

e Ensure steps and decisions related
to fairness are properly logged and
versioned.

Embed fairness during workflow

e Select fairness metrics (like
demographic parity, equal
opportunity, equalized odds) based on
context and impact of Al system.

e Have a process to analyze and visualize
assessment results.

Mitigate bias

e Experiment with different bias
mitigation algorithms.

e \Validate the model’s performance on
out-of-distribution datasets.

® Check if generalization is inadequate.

e Ifitis, disclose residual risks clearly to
users.

Conduct continuous and iterative fairness

testing

e Select fairness metrics (like
demographic parity, equal
opportunity, equalized odds) based on
context and impact of Al system.

e Test the Al system across sensitive and
intersectional sub-groups.

e Regularly assess error patterns and
misclassifications for systemic bias.
Comprehensive documentation

Document fairness assessments, mitigation
strategies, and associated decisions
systematically at each stage

Keep a record of how stakeholder feedback
informed model updates
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Deployment

8. Monitor continuously

Assess if fairness evaluations are based
on metrics appropriate to the system’s
context

Regularly monitor Al models post-
deployment to check for evolving bias

Integrate stakeholder feedback into
fairness monitoring cycles

Check if risks identified during
stakeholder mapping been revisited
and updated

9. Adjust output to ensure fair treatment

Apply appropriate post-processing
techniques to address bias

Evaluate  fairness improvements
alongside core performance metrics

10. Incorporate feedback mechanisms and
redressal:

Define  accessible  channels for
stakeholders to report concerns

Include a clear, publicized process for
contesting Al decisions

Track user grievances and feed them
back into model improvement cycles
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Transparency

h

What does Transparency mean?

Transparency in Al refers to the clarity and
openness with which Al systems are developed,
deployed, and operated. Transparency
demystifies Al processes, making Al’s decision-
making more understandable and ensuring
its actions align with ethical standards.?®® It
encompasses:

e Disclosure that Al is being used in a system
or decision.

e Accessible and clear explanation of how
the Al system operates by informing
stakeholders how an Al system is developed,
trained, operated, and deployed in a
particular circumstance. 4 24

e Sharing details including possible use of
open-source models,?*® which enhances
trust in AlL2+

e Traceability of decisions through detailed
disclosure of algorithmic procedures, data
handling, and decision-making frameworks,
ensuring stakeholders can understand,
scrutinize, and eventually trust the Al
model.2*®

Many Al systems, particularly those based
on deep learning, operate as “black boxes”,
meaning their internal workings are opagque

and not easily understood by humans.?* Third-
party auditors lacking a contractual relationship
with the audited system have faced limitations
in access, which constrained some auditing
techniques. However, in cases of complete
independence with the freedom to ask more
difficult questions about system outcomes,
potential for more explicit assessments would
get enhanced.?*®

Sectoral examples of transparency
in Al

® Healthcare: Al models diagnosing diseases
or recommending treatments must provide
clear rationales for their decisions to be
accepted by medical professionals and
patients. For instance, in India, the Indian
Council of Medical Research (ICMR)
guidelines emphasize that Al algorithms
must be transparent so that healthcare
professionals understand the factors
influencing treatment recommendations.?*

e Fintech: Al systems employed in credit
scoring must justify their decisions to meet
regulatory standards and promote fair
lending practices.?*

e Agriculture: Al-powered systems that
provide real-time insights on weather
patterns, soil conditions, crop health, and
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energy consumption must clarify the data
collection methods and provide open
access to algorithm updates.?*

e Smart Cities: Al-powered transport
systems should disclose the factors they
employ to give real-time suggestions on
traffic management. By disclosing this
information, the system enhances public
trust and allows users to understand the
basis for traffic management decisions,
thereby improving compliance  with
suggested routes and timings.?>*

Interrelatedness of transparency
and explainability

Explainability in Al (XAl) systems refers to
developing methods and tools to provide clear,
understandable, and accessible explanations of
their processes and decisions. This is essential
for users and stakeholders to comprehend how
Al models operate, how they make decisions,
and on what basis those decisions are made.

It encompasses several key components:

e Transparency, which provides insight into
the Al system’s algorithms, data usage, and
decision-making processes.

e Interpretability, which is the degree to
which a human can understand the cause
of an Al system’s decision. Interpretability
might involve simple, rule-based models
with straightforward logic or complex
models with mechanisms employed to
elucidate decisions.

e Comprehensibility, which concerns the
ability of different types of users, not just
Al experts, to understand Al processes and
outputs. Explanations must be tailored to
the audience’s level of technical expertise.

e Traceability, whichisthe ability to trace an Al
system’s decision-making process step-by-
step. It helps audit Al systems and is crucial
for validating the outcomes and ensuring
that the Al adheres to the intended design.

Why is transparency important?

Transparency is important because it
fosters trust among users, developers, and
regulators, making processes and decisions
more understandable?*® by showcasing how
Al systems are not just “black boxes” but
tools whose functionality and reasoning can
be assessed, critiqued, and understood.?*® It
can help demonstrate adherence to ethical
standards and prevent misuse and biases that
could lead to unfair outcomes. Moreover, it can
drive innovation by encouraging the creation
of common standards that allow different Al
systems to work together.?>”

e Building trust between Al systems and
their users: When users understand how
decisions are made, they are more likely
to trust and rely on Al systems.?®® This
trust is crucial to facilitating the adoption
of Al technologies, especially in sectors
such as healthcare, finance, and legal
where decisions may significantly impact
individuals’ lives.?>

e Facilitating  accountability: This s
particularly important in scenarios where
decisions need to be justified or where
there may be disputes about the fairness or
correctness of Al-generated outcomes.?%°

e Promoting ethical decision-making®®*:
By ensuring that decisions are made
transparently and can be evaluated against
ethical standards. This is essential in
ensuring that Al systems do not perpetuate
or exacerbate existing biases.?¢?

e Enabling improvement of Al systems:
Through better diagnostics and innovations
in Al system development, leading to more
robust Al solutions. When Al developers
and stakeholders understand how Al
models arrive at their conclusions, they are
better equipped to identify errors, biases,
or areas of inefficiency.?®
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e Catering to diverse stakeholder needs:
Different stakeholders, from developers
to end-users and regulators, may require
an understanding of Al systems relevant
to the application’s context. Explainability
ensures that Al systems can be interpreted
appropriately across this diverse spectrum,
satisfying various informational needs and
usage contexts.?®*

This means Al models can integrate more easily
into existing technologies, making development
faster and more efficient across platforms. By
sharing how their systems operate, developers
can ensure that their models are compatible
with others, which helps advance the overall
technological  ecosystem.  Operationalizing
transparency also helps achieve the goals of
other responsible Al principles, such as privacy,
accountability and safety.?6®

Dark patterns

An important aspect of operationalizing
transparency in Al systems is addressing dark
patterns. These are manipulative Ul/UX design
choices that nudge or deceive users into
actions they did not intend often by exploiting
cognitive biases or hiding key information. The
Indian Ministry of Consumer Affairs defines
dark patterns as interface practices that mislead
users, impair autonomy, or distort decision-
making amounting to unfair trade practices or
consumer rights violations. In the Al context,
dark patterns can obscure data practices,
complicate opt-outs, or present biased defaults,
ultimately undermining user trust, fairness, and
accountability.26®

e European Union: The EU Al Act prohibits Al
systems that use manipulative or deceptive
techniques to distort user behavior, linking
transparency directly with dark pattern
prevention. It mandates clear disclosure for
Al interactions (e.g., chatbots, deepfakes)
to ensure users know when they're
engaging with Al Similarly, the Digital
Services Act (DSA) bans dark patterns on

online platforms, requiring interfaces to
support informed, autonomous choices.
Together, these laws reflect the EU’s stance
that transparency and fairness-by-design
are key to preventing user manipulation.

United Kingdom: UK links transparency
with fair design across both privacy and
consumer protection. The ICO’s Age
Appropriate Design Code bans manipulative
Ul practices targeting children, like nudges
to weaken privacy, and holds that any
consent gained through dark patterns
may be invalid under UK GDPR. On
the competition side, the Competition
and Markets Authority (CMA) targets
“harmful online choice architecture” (e.g.,
confirmshaming, sludge, biased defaults)
as unfair commercial practices. The Digital
Markets, Competition and Consumers
Act 2023 empowers the CMA to directly
penalize and impose “fairness by design”
duties making deceptive interfaces a clear
legal risk.

United States: The Federal Trade
Commission (FTC) has warned that
manipulative use of generative Al may be
illegal under existing consumer protection
laws. Deceptive chatbot behaviour, unclear
ad disclosures, or biased Al advice can
all qualify as unfair practices. The FTC
emphasizes that users must know when
they’re interacting with Al or ads and
must not be misled by interface design.
Emerging state laws (like California’s Privacy
Rights Act) are reinforcing this, defining
dark patterns as practices that impair user
autonomy.

Other global-level efforts: Bodies like
the OECD and G7 link transparency with
preventing Al-driven manipulation. The
OECD Al Principles urge clear disclosure
when users interact with Al and warn
that transparency alone is insufficient
if interfaces remain misleading. Their
research highlights how machine learning
can amplify dark patterns by targeting user
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vulnerabilities. Similarly, the G7’s Al Code
of Conduct (Hiroshima Process) calls for
transparency, content authenticity, and risk
mitigation, reinforcing a global consensus
that Al must empower users, not mislead
them.

Transparency in practice

So, what does transparency mean in practice?
Consider the healthcare sector —where Al models
have several critical applications. For instance,
they can assist in diagnosing diseases by analyzing
medical images, predicting patient outcomes, and
recommending personalized treatment plans.

Ensuring transparency here means that patients,
their families, and healthcare providers should
be: (a) informed that Al is being used, and (b)
given a comprehensive explanation of broadly
three aspects: (i) Al models’ operational
processes and outcomes; (ii) Benefits, potential
drawbacks, and risks associated with employing
the Al models in medical decision-making, along
with the corrective measures taken to minimize
any risks; and (iii) Details about data ownership
who controls and accesses the patients’ data.

Key challenges

Ensuring transparency can present several
challenges — stemming from technical
complexities, operational constraints, and
broader ethical considerations.

e Increasing complexity of Al models:
Especially those based on deep learning,
which consists of millions of parameters
and non-linear interactions that are
inherently difficult to interpret.?®” This can
make understanding how decisions are
made difficult particularly since Al systems
operate in dynamic environments and are
continuously updated with new data.?®®

e Trade-off between transparency and
model performance: Enhancing
interpretability or transparency of Al

models often involves simplifications
or modifications that can reduce their
performance.”®® For example, simpler
models that are inherently more
interpretable may not achieve the same
level of accuracy as more complex models.
Balancing transparency with performance
can be a significant challenge, especially
in applications where performance s
critical.?’°

e Intellectual Property (IP) concerns:
I[P significantly hinders transparency,
particularly for commercial Al applications.
Companies may be reluctant to disclose
detailed Al systems disclosures due to
fears of exposing proprietary source codes
to competitors. This tension between
transparency and protecting IP rights
adds another layer of complexity to the
challenge.?*

e Lackofstandardization: Withouta universal
standard, approaches to transparency
can vary widely, making it difficult for
stakeholders to assess and compare the
transparency of different systems.?”2

e Conflict with privacy and security
requirements: Detailed explanations of
how data influences Al decisions could
inadvertently reveal sensitive or personal
information, leading to privacy breaches.?”®

e Technicalities involved: Even when Al
systems are designed to be transparent, the
technical nature of Al and machine learning
can make it difficult for non-experts to
understand. Ensuring that explanations
are accessible and meaningful to all users,
regardless of their technical background,
poses a substantial challenge in promoting
user engagement and trust in Al systems.2’*

How to ensure transparency?

Developers can choose the most appropriate
method for ensuring transparency depending
on the system’s context, purpose, and risk level,
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developers must choose the most appropriate
methods from a broad toolkit. The following
section offers a snapshot of key techniques
ranging from problem formulation to post-
deployment auditing to help understand the
spectrum of available practices and guide
further exploration.

Problem formulation to define purpose,
boundaries and impact: A transparent Al
system starts with a well-defined purpose,
aligned with user expectations and societal
impact.?”> A well-scoped formulation must
go beyond technical requirements. It should
clarify who the system intends to serve,
what success looks like, and which harms
must be anticipated or avoided. Equally
critical is identifying potential edge cases,
limitations, and the system’s interaction
with human decision-makers. Early-stage
transparency around these elements
sets the tone for ethical design, informed
deployment, and sustained accountability.

Transparency by design: Embedding
transparency features from the outset
allows for systematic auditing, builds
trust among stakeholders, and facilitates
ethical oversight.?’® Whenever possible,
developers should choose inherently
interpretable models, such as decision
trees,?”’ linear regression,?”® or rule-based
systems?”. These models allow users to
see how input variables are transformed
into outputs, making the decision-making
process transparent.°

Explainability and use of XAl techniques:
Interpretability is critical for demystifying
Al systems, especially those deployed in
sensitive domains. Developers may adopt
either intrinsically interpretable models (e.g.
decision trees or rule-based systems)®! or
post-hoc explanation techniques to clarify
the behavior of more complex “black-box”
models. There are tools which break down
and explain the contributions of each feature
to the model's output. Model-agnostic
techniques include tools such as SHAP

(Shapley Additive Explanations), LIME (Local
Interpretable Model-agnostic Explanations)
and ELI5 (Explain Like I’'m Five) which all offer
ways to.%?

Data transparency and lifecycle
documentation: Comprehensive
documentation is central to transparency.
Throughout the Al lifecycle from data
ingestion to model deployment developers
must maintain detailed descriptions of
the algorithms, Al training dataset,
data handling procedures, model training
processes, and decision-making criteria.
This documentation should be written
in accessible language that serves
both technical stakeholders (like fellow
engineers, data scientists) and non-
technical audiences (like end-users or
policymakers).?®* Model Card toolkits can
be a helpful resource for developers in
preparing such documentation.?®

Open-sourcing  and reproducibility:
Open-source practices advance
transparency by enabling independent
verification, collaborative oversight, and
public accountability. Making Al models
and datasets openly accessible allows
researchers, policymakers, and industry
experts to examine, test, and improve
systems, ensuring that their decision-
making processes remain explainable and
trustworthy.?® This openness not only
builds public trust but also aligns with
regulatory expectations around auditability
and ethical compliance. It enables third
parties to replicate outcomes, scrutinize
risk, and contribute to refining the system.
In high-impact domains, open-sourcing
acts as a safeguard against unaccountable
or opaque Al decision-making.

Model architecture and training
process: Transparent Al development
requires more than documenting model
outcomes, it demands a full account
of how models are selected, built, and
trained. Developers should provide clear,
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structured documentation covering model
architecture, training configurations, and
the rationale behind key design decisions.

Evaluation and validation transparency:
Developers must maintain robust version
control and provenance tracking across
codebases, datasets, and model artifacts.
Additionally, methods for feature selection
and importance should be disclosed,
especially when different model types
lead to varying interpretations of feature
relevance such as differences between
Random Forest and XGBoost, which are
machine learning algorithms.28®

User-centric explanations and interfaces:
User-centric interfaces offering users
insights into real-time Al decisions can
enhance transparency. These interfaces
should be designed to provide explanations
tailored to the user’s expertise level,
ensuring that the system’s operations are
understandable.?®’

Monitoring, auditing, and model updates
by incorporating visualisation techniques:
Visual aids enhance the comprehensibility

Checklist

of Al decisions. Visualization techniques
can include plotting feature importance,
decision trees, or the effects of different
inputs on outputs. These visualization
techniques are helpful in applications like
medical imaging or autonomous driving,
where understanding the model’s focus
areas can provide insights into its reliability
and decision-making process. Examples
include techniques such as heatmaps,
saliency maps, and partial dependence
plots, which can help visualize which parts
of the data are most influential in making
the model’s predictions.?®

Use content authentication and tracking:
With increasing  concerns  around
verifying Al-generated content, using
content authentication measures such as
watermarking and content credentials help
build trust and restore transparency.?®
Global initiatives such as the Coalition
for Content Provenance and Authenticity
(C2PA), an open technical standard,
provides a secure and transparent
framework by  creating  verifiable
provenance information associated with
digital content.?*

Conception and design

Formulate problem statement and impact

e Document the Al system’s purpose,
objectives, and intended use case.

e Map potential risks, limitations and
stakeholders of the Al model.
Embed transparency by design

® Prioritise transparency from the initial
design phase.

e Consider and select interpretable
models where appropriate.

e Embed decision logs and traceability
mechanisms in the system.

Include explainability in your model

o Select
methods.

appropriate explainability

e Profile the training data for quality,
representativeness to ensure there is no
bias.

o Well-document pre-processing, cleaning,
and transformation steps.

Ensure data Transparency through

documentation

e Document dataset sources, structure,
and pre-processing steps.
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Maintain accessible records of training
processes, model architectures, and
parameters.

Centralize all lifecycle documentation
in a single, maintained repository.
Clearly articulate decision criteria and
rationale for model selection.

Use tools like Model Cards to structure
documentation for diverse audiences.

Encourage use of open-source and enable

Use open-source Al components where
appropriate.

Provide usage guidelines and licensing
terms with open-source materials.

Enable reproducibility through

independent validation and external
collaboration.

Maintain  version  histories and
changelogs for transparency and
traceability.

Deployment

6.

Model architecture and training process
should be in place

Clearly document model
architecture, and configuration.

type,

Log model selection decisions with
underlying rationale.

Record training procedures, including
hardware, batch size, optimizer, and
validation methods.

Evaluate and validate transparency

Report validation and test performance
metrics in detail.

Disclose and compare feature selection
or importance ranking methods across
models.

Track provenance and version control
for datasets, codebases, and model
artifacts.

8. Design user-centric interfaces

Design user - facing explanations
tailored to different technical expertise
levels.

Establish clear response processes for
user inquiries on Al decisions.
Provide users access to

documentation and
feedback or concerns.

system
channels for

Deployment

9. Post-deployment transparency and

interpretability tools

e Use Vvisualization techniques (e.g.
heatmaps, saliency maps, partial
dependence plots) to enhance
interpretability.

® Publish regular transparency reports
on system performance, fairness, and
impacts.

e Maintain detailed records of post-

deployment changes, including model
updates and data refreshes.
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What does Accountability mean?

Accountability in the context of Al refers to the
clear identification of individuals and entities
responsible for various stages of the Al system
lifecycle, ensuring they can be held accountable
for the outcomes produced by these systems.
Essential to the principle of accountability is
ensuring human oversight or audits to ensure
responsible governance of Al systems.?!

The following principles
accountability:

support effective

e Awareness, which means to cultivate a
culture of ethical awareness and access to
information among individuals involved in
the design, development, and deployment
of Al systems, empowering them to make
responsible decisions.?%2

e Clearly defined roles and responsibilities,
by delineating accountability for specific
aspects of the Al system’s development,
operation, and impact.?*3

e Audits, to provide unbiased assessments
(which  must lead to appropriate
consequences) of the Al system’s
performance, ensuring it aligns with its
intended goals and identifying areas for
improvement.?*

Why is Accountability important?

Accountability in Al is critical, particularly as
Al systems increasingly influence decisions
across sectors with significant social, economic,
and ethical implications such as healthcare,
finance, and criminal justice. Without clear
accountability, harmful outcomes stemming
from Al-driven decisions can leave affected
individuals without recourse or redress, unsure
of exactly with whom the liability lies for a
given problem, thereby eroding trust in the
technology.?®®

Accountability is essential for fostering
public trust and ensuring that Al aligns with
societal values. By integrating responsible Al
practices, developers not only demonstrate
their commitment to ethical principles but
also build long-term credibility.?®® This trust is
crucial for user acceptance, as Al systems that
are transparent and accountable are more
likely to gain public approval and sustain market
presence. Moreover, accountability helps
position Al technologies within a framework
that benefits both users and society, supporting
human well-being and safeguarding human
rights. Ethical deployment of Al reinforces
integrity and ensures that technology serves
humanity rather than undermining it.?’
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In the Indian context, accountability becomes
even more critical given the country’s diversity
and complexity. India’s societal fabric, with its
varying socio-economic, cultural, and linguistic
dimensions, amplifies the risks of algorithmic
bias, discrimination, and misinformation.?*®
Al accountability mechanisms help mitigate
these risks, ensuring that Al systems are
designed and deployed equitably, safeguarding
users’ rights and promoting societal trust in Al
technologies.?®

Moreover, adherence to accountability not only
addresses local challenges but also enhances
Indian developers’ global competitiveness.
As global frameworks such as the EU Al Act
and other regulatory initiatives emphasize
accountability, Indian developers who embed
these practices will be better positioned to
comply with international standards and expand
into global markets.3® Upholding accountability
ensures that Indian Al systems are ethically
sound and reliable, helping the country emerge
asaresponsibleleaderinthe global Al landscape.

Sectoral examples of what Al Accountability
means

e In the Healthcare sector, Al systems are
increasingly used to diagnose diseases
(e.g., detecting cancer in medical imaging).
Accountability in this context means
ensuring that these systems provide
transparent and explainable diagnoses, and
any decision made by the Al can be traced
back to clear, ethical guidelines.®? For
example, if an Al misdiagnoses a patient,
there should be a clear understanding
of how that decision was made and with
whom the liability lies. Thus, healthcare
providers must have protocols in place for
validating Al outputs.?®

e |n the Financial services sector, Al is used
to assess creditworthiness and approve
loans.3®  Accountability here means
ensuring that the algorithms do not
discriminate based on gender, race, or
socioeconomic background. Developers

need to ensure that models are regularly
audited for biases and fairness, and provide
clear explanations for why a particular loan
was approved or denied.3%*

e [n the Education sector, Al tools are
being used to grade student exams and
assignments. Accountabilitymeansensuring
that these systems are fair, transparent,
and free from bias.>*® Developers need
to ensure that Al grading systems can
explain the rationale behind a score and
allow students to contest the results.?®
Continuous monitoring is required to
ensure that no group of students is unfairly
advantaged or disadvantaged.

e In the Agricultural sector, Al models are
used to predict crop vields and optimize
irrigation schedules. Accountability
means that these systems must provide
transparent and reliable predictions,
especially in regions where livelihoods
depend on accurate forecasts. If an Al
system predicts a wrong yield, it could result
in significant economic loss for farmers, so
systems need to be continuously audited
for accuracy and provide clear explanations
for their predictions.?®”

Key challenges that developers may
face in ensuring Accountability in Al
systems

Developers face several challenges in ensuring
accountability as Al systems grow more complex
and are used in critical sectors like healthcare,
criminal justice, and finance. Standardized
testing methods, such as Massive Multitask
Language Understanding (MMLU)3% and Bias
Benchmark for QA (BBQ)3%, focus on accuracy
but often fail to address broader accountability
concerns. Generative Al models, in particular,
struggle with context, leading to biased or
inaccurate outputs. Techniques like transfer
learning and domain adaptation can help, but
the lack of transparency in many Al systems
makes accountability difficult.
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Ensuring accountability requires continuous
monitoring, auditing, and updating to address
evolving real-world data.?*® This is especially
challenging for smaller companies and startups,
as these processes are resource-intensive,
requiring both technical expertise and financial
investment. Many startups, especially in India,
lack the resources to fully address accountability
gaps, increasing the risk of errors or bias.

The absence of standardized accountability
benchmarks complicates this further. While
global regulations like the EU’s Al Act stress
the importance of accountability, developers
often need to set their own criteria, leading
to inconsistent practices.®! This makes it
harder to compare models or ensure uniform
accountability across the industry.

How to ensure Accountability?

Al System o
level

Accountability in Al is not just a technical issue
but a societal one, with real-world legal, ethical,
and financial consequences.??? To address these
challenges, developers need comprehensive
frameworks that cover the entire Al lifecycle,
from data collection to deployment and
monitoring.?*® Tools like model cards and
explainability reports offer transparency and
help stakeholders understand Al decision-
making.3* However, these tools must be
scalable and accessible, especially for smaller
organizations.

Collaboration across the Al industry is
essential. Open-source platforms and efforts to
standardize accountability metrics can provide
smaller players with the resources they need to
maintain responsible Al systems.3%

Leverage multiple metrics to balance error types and user experiences.3°

e Regularly analyze raw data, addressing errors like missing values and
ensuring diverse representation.?’

® (Clearly communicate model limitations and educate users on constraints

for better feedback.3*®

e Conduct unit and integration tests for both ML and system components.3®
Continuously monitor real-world feedback and update models using
the HEART framework®?® or blocklisting®!. Allocate time for issue
resolution, balancing immediate fixes with long-term strategies for lasting

improvements.3??

® Leverage open-source Al systems to enhance transparency and public trust.

e Open-sourcing model code, training datasets, and documentation enables
external scrutiny, facilitates independent audits, and supports bias detection
and error correction by a broader ecosystem of researchers, developers,
and civil society stakeholders.

® Open systems also promote knowledge sharing, help benchmark best
practices, and encourage the adoption of fairness-enhancing methods

across the Al lifecycle.
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Individual ® Provide employees, from executives to R&D teams, with ethical Al training.
and Team Use workshops, online courses, and expert insights to align skills with legal
level standards and values.3?®

e Define clear roles for Al governance to boost accountability. Involve the
board, system owners, developers, and an Al governance committee to
ensure ethical alignment.3?

e Schedule regular external audits to evaluate Al systems’ performance
and ethical alignment. Share audit findings with stakeholders to drive
improvements.3?

e Promote ethical Al by rewarding responsible practices in performance
reviews. Balance business goals with ethics and hold key decision-makers
accountable for responsible Al use.3®

Organization- e Adopt Al models like LLMs and LVMs, recognizing their limitations in data
al level?” quality and training methods. Implement A/B and stress testing to address
shortcomings and build stakeholder trust.3?®

e I|dentify Al failure modes by examining data dependencies, prompt issues,
and infrastructure limits. Enable user feedback on failures to boost
transparency and accountability.3?°

® Use risk frameworks and bias detection tools to manage Al risks. Document
residual risks and continuously optimize tools for safer, more effective Al
solutions.33°

e Ensure diverse representation, including individuals with disabilities, in data
and design. Align with legal frameworks like the Persons with Disabilities Act
to meet diverse user needs.3*!

e Clearly define responsible Al practices in End User Licensing Agreements
and terms of use.*? Establish reporting mechanisms for misuse and outline
stakeholder responsibilities for transparency and legal compliance.

e Showcase responsible Al initiatives as a market differentiator. Emphasize
ethical practices and risk mitigation to enhance brand reputation and align
with emerging regulations.?*

e Establish clear grievance redressal mechanisms to ensure accountability
in Al-driven decision-making. Users may have the right to request human
intervention if they believe an Al decision is incorrect, unfair, or biased, with
a multi-tier review process enabling escalation to human reviewers when
necessary.?* Al platforms should provide accessible grievance portals where
users can lodge complaints, track their status, and receive timely resolutions.
For high-risk Al applications, regulatory bodies may mandate third-party Al
audits or establish Al ombudsman bodies to oversee complaints related to
bias, discrimination, or unfair outcomes.3*
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Checklist

Conception, design and development

1. Evaluate data

sources and problem

formulation

Document all data sources and specify
their influence on model decisions.

Implement oversight mechanisms for
data handling (e.g., access and change

logs).

Appoint designated personnel
responsible  for  oversight and
governance.

Define  accountability  frameworks

based on levels of user intervention.

Classify the Al system as autonomous,
human-in-the-loop, or hybrid.

2. Model suitability and contextual factors

Ensure model selection aligns with
the use case in terms of transparency,
efficiency, and accuracy.

Incorporate  contextual  decision-
making factors into algorithm design.

Remove redundant features to improve
processing efficiency.

Choose appropriate data normalization
or alternative pre-processing
techniques.

3. Performance and error detection
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and

Address assumptions
to hardware, calibration,
environmental variability.

Use tools to detect and mitigate bias
and performance errors.

Error minimisation and risk management

Develop processes to mitigate harm
from erroneous Al behaviour.

Deployment

5. Monitoring and ethical oversight

Implement systems to track ethical
decisions during deployment.

Ensure documentation is accessible for
future teams and external audits.

Establish communication channels for
stakeholders regarding Al decisions
and limitations.

Tailor user-facing explanations based
on the technical proficiency of end
users.

Embed feedback loops for continuous
system monitoring and improvement.

Set up grievance redressal mechanisms
to allow users and impacted individuals
to report issues, contest decisions, and
seek remediation where appropriate.




Security

What does Security mean?

Security in the context of Al refers to protecting
Al systems and the data they process from
potential  threats and vulnerabilities.?*®
It involves securing the development and
deployment of Al technologies to safeguard
sensitive information and ensure the integrity
and confidentiality of Al-driven processes.?¥” As
Al becomes integral to industries, securing these
systems against cyberattacks®*® like adversarial
attacks, data poisoning, and other model-
specific threats are crucial.>** Unlike traditional
software security, which focuses on protecting
code and data,*° Al security must also address
Al models’” unique risks, requiring specialized
technigues and tools.

So, why should developers care about
Security?

Al security is essential to maintaining the
reliability and trustworthiness of Al systems,
which are increasingly being deployed in critical
sectors.®* Developers must recognize that any
breach or compromise in Al security can lead
to serious consequences, such as unauthorized
access to sensitive data, disruption of services,
or manipulation of Al-driven decisions.3*?
These risks are not hypothetical; they are real
and growing as Al becomes more embedded
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in high-stakes environments such as defense,
healthcare, and finance.3#

For Indian developers, the stakes are particularly
high. India is positioning itself as a global
leader in Al development, with significant
investments in sectors like defense, where Al is
used for surveillance, autonomous systems, and
cybersecurity.?** A failure in Al security could
compromise national security and erode India’s
credibility as a reliable Al development hub. This
has implications for India’s ambitions to lead in
Al innovation on the global stage.?*

Additionally, the Indian government’s focus
on Al for governance, defense, and economic
growth means that developers working in
this space must be mindful of the geopolitical
and national security implications.®*® As Al is
adopted for critical infrastructure and defense
projects, even small vulnerabilities can have
disproportionate impacts, leading to significant
operational and security risks.?"

Inthe global context, Indian developers mustalso
be aware of evolving international standards for
Alsecurity.>*¥Forinstance, the EU’s Al Actimposes
strict security and transparency standards for
high-risk Al applications.** Developers must
comply with evolving regulations and standards
like ISO/IEC 27001 to ensure market access and
trust with international partners.®°
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What are the common risks associated with Al Security?

Identifying and mitigating various risks and attacks that can compromise security is crucial to ensuring
the integrity and reliability of Al models and systems. Each of the risks mentioned below highlights
the need for robust security measures to protect Al systems from evolving threats.

Data Security  Vulnerabilities exist throughout the Al pipeline from data collection to storage
Risks and transfer. Attackers can exploit these points to gain unauthorized access, alter
data, or inject malicious inputs.®*!

For example: A healthcare Al system is trained on patient records to predict
disease outbreaks. However, weak encryption during data transfer allows
attackers to intercept and alter the patient records. The modified data skews
the model’s analysis, resulting in incorrect outbreak predictions. This leads to
delayed responses, worsening public health outcomes and undermining trust in
the healthcare system.3>?

Data Attackers manipulate input data, such as images or text, to deceive Al models
Poisoning into making incorrect predictions. This undermines the trustworthiness of Al
systems. 33

For example: A facial recognition system at an airport is designed to identify
potential security threats. Attackers subtly manipulate images by adding
imperceptible noise, causing the Al to misclassify certain individuals as “safe”
even though they pose a threat. This manipulation could allow dangerous
individuals to bypass security checks, posing a serious risk to public safety.®*

Input By altering real-time inputs like sensor readings or user data, attackers can
Manipulation influence Al outputs, potentially leading to system failures or incorrect
decisions.®>

For example: An autonomous vehicle uses Al to navigate based on real-time
sensor data. An attacker spoofs the vehicle’s sensors to make it believe that
there is an obstruction ahead when there isn’t one. This manipulation causes
the car to unexpectedly stop in the middle of a busy highway, leading to a traffic
accident and potential loss of life.>®

Model Attackers may reverse-engineer Al models to infer sensitive training data, posing
Inversion significant privacy risks.3%’
Attacks

For example: A fitness app uses Al to recommend personalized health plans
based on users’ biometric data. Through model inversion, attackers reverse-
engineer the Al system to infer sensitive information about individual users,
such as health conditions or physical traits. This invasion of privacy could lead to
targeted scams or discrimination based on the inferred data.®®
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Membership
Inference
Attacks

Model
Poisoning

Supply Chain
Attacks

Other
exploratory
attacks

Adversaries can determine if specific data points were included in a model’s
training dataset, potentially revealing private information.°

For example: An e-commerce company uses Al to personalize product
recommendations for users. An adversary conducts a membership inference
attack and discovers that certain individuals” purchasing data was included in
the training dataset. This could lead to the revelation of private shopping habits,
such as medical supplies or personal products, violating user privacy.3¢°

This is when an adversary manipulates a trained model’s parameters/ weights to
cause it to behave in some undesirable fashion.3

For example: A machine learning model is trained to distinguish between images
of cats and dogs. An adversary computes the gradient of the loss function to
slightly adjust the pixels of a correctly classified cat image. This subtle change
causes the model to misclassify the altered image as a dog, even though it
still looks like a cat to the human eye. This manipulation exploits the model’s
vulnerabilities and leads to incorrect predictions.32

These target the software and hardware used in Al systems, potentially
introducing malicious code or compromising third-party services.*®

For example: A national security agency uses Al for intelligence analysis. However,
an attacker compromises a third-party Al library used in the system, embedding
malicious code. This code exfiltrates sensitive intelligence data once deployed,
resulting in the exposure of critical national security information.3%*

Attackers probe Al systems to uncover vulnerabilities or proprietary information,
which may be used in future attacks.’®

For example: A financial Al system is used to detect fraudulent transactions. An
attacker continuously probes the system with different transaction patterns to
learn its decision-making process. Over time, the attacker identifies weaknesses
in the system, eventually crafting fraudulent transactions that bypass the
detection mechanisms, leading to financial loss for the institution.3%®

Key challenges that developers This “black box” nature presents a challenge

may face in ensuring Security in Al

systems

Developers face significant challenges when
securing Al systems, particularly with the
growing complexity of modern Al models, such
as those based on deep learning or generative Al
techniques.®®” These systems are often opaque,
making it difficult to fully understand or predict
how they will respond to malicious inputs.3¢®

for security because vulnerabilities can go
unnoticed, exposing systems to attacks like
adversarial manipulation or data poisoning.3°

One key issue is the trade-off between security
and system performance.®® More powerful
Al models, such as those used in generative
or for complex decision-making tasks,
require substantial computational resources.’*
This makes them more prone to attacks that

exploit weaknesses in model architecture or
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computational constraints, such as resource
exhaustion or denial-of-service attacks.3”?
Ensuring robust security while maintaining
system efficiency becomes increasingly difficult
as Al systems scale.?”®

Interoperability with existing systems poses
another major challenge.?’* Developers must
integrate Al-driven security tools with legacy
systems, which may not have been designed to
handle the complexities of modern Al security
threats.>” This requires careful consideration of
compatibility and seamless integration to avoid
creating new vulnerabilities.®”® As Al systems
are incorporated into more critical sectors,
ensuring security without disrupting established
workflows is essential.*”’

The scalability of Al security is also critical.*’®
Maintaining consistent security across all
environments becomes challenging as Al systems
process larger and more diverse datasets.?”
Al models must be resilient to cyberattacks
at scale, including the risk of data poisoning,
where malicious inputs corrupt the training
data, leading to faulty outcomes or decisions in
production. Ensuring that Al security systems
can scale while protecting sensitive data is a
pressing issue, particularly in industries like
healthcare and finance.?®

From a regulatory standpoint, complying with
national and international security standards
adds complexity. While addressing Al-specific
risks, developers must ensure their Al systems
meet frameworks like the DPDP Act, SOC 2, ISO,
or GDPR.2® The challenge lies in navigating these
evolving regulations, which often lag behind the
rapid development of Al technologies, making it
difficult to ensure compliance without hindering
innovation.

A particularly difficult challenge is managing
data privacy in Al systems. Generative Al models,
for example, may inadvertently expose sensitive
data or re-identify individuals from anonymized
datasets.?®? Ensuring that these models handle

data securely while still producing accurate
resultsis a constant balancing act. The increasing
sophistication of re-identification techniques
has made traditional anonymization methods
less effective, requiring more advanced privacy-
preserving methods to protect personal
information.3#

Finally, overreliance on Al security systems
can create blind spots. Organizations may
place too much trust in Al-driven security
solutions, neglecting crucial human elements
like employee training or incident response
planning.?®* This can leave gaps that attackers
can exploit, particularly in fast-moving threat
environments where Al systems alone may not
be agile enough to detect or respond to new
attack vectors.3®

Sectoral examples of what Security in Al
means

e In the Healthcare sector, Al detects early
signs of Alzheimer’s disease by analyzing
brain scans. Machine learning models
analyze medical images to identify subtle
patterns indicative of cognitive decline,
helping doctors make earlier diagnoses.*®¢
Ensuring security in these Al systems is
crucial to prevent unauthorized access to
sensitive patient data and maintain the
integrity of diagnostic processes.3#

e |n the Financial services sector, Al detects
credit card fraud by analyzing transaction
patterns.3® The system flags anomalies
that indicate potential fraudulent activities.
Securing these Al systems is critical to
prevent hackers from manipulating data
or bypassing fraud detection mechanisms,
which could result in financial losses for
customers and institutions.°

e In the Education sector, Al is used in
adaptive testing platforms that adjust the
difficulty of questions based on student
performance. These systems rely on secure
algorithms to ensure that student data is
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protected, and that the testing environment
remains fair and free from manipulation or
cheating.3%°

e In the Agriculture sector, Al can help
farmers optimize irrigation by analyzing
weather data and soil moisture levels. The
Al models recommend optimal watering
schedules to improve crop vyield and
conserve resources. Security is essential to
protect these systems from cyberattacks
that could lead to incorrect farming
decisions, causing potential crop damage.3%!

How to ensure Security?

To ensure security in Al systems, developers
may integrate various practices throughout the
design, development, and deployment phases.39?
These practices help enhance the protection
of Al models, ensuring their resilience against
attacks and adherence to security standards.

e Adopt secure coding practices to identify
and eliminate vulnerabilities that cyber
attackers could exploit. Regular code
reviews are essential for detecting known,
unknown, and unexpected vulnerabilities,
including security exploits and data leaks.
Secure coding is critical in safeguarding
sensitive data and ensuring the overall
security of applications.

e Implement access control measures by
integrating advanced authentication and
authorization techniques, such as Multi-
Factor Authentication (MFA), Role-Based
Access Control (RBAC), and Attribute-Based
Access Control (ABAC). These measures
provide additional layers of security,
ensuring that only authorized users have
access to sensitive data and systems.

e Al Security tools, techniques and
frameworks: Al-specific security tools, like
adversarial robustness toolkits, help detect
vulnerabilities and provide defences against
attacks, such as evasion or poisoning,
enhancing the overall security of Al systems.

Utilize techniques such as adversarial
training to defend against adversarial
attacks. Adversarial training involves
retraining models with adversarial
examples, teaching them to ignore
noise and focus on unperturbed
features.*?

By minimizing a model’s privileges,
Al developers can prevent it from
autonomously taking actions that may
lead to errors or security breaches,
such as connecting to email facilities
that could inadvertently send sensitive
information.

Some useful open-source tools
include NB Defense®** (which helps
integrate security measures early in
the development lifecycle), Adversarial
Robustness Toolbox3* (which provides
a range of pre-built attacks and
defenses to protect models from
adversarial threats like evasion and
poisoning), Garak®® (which scans
LLMs for wvulnerabilities such as
hallucinations and prompt injection),
and Google’s Secure Al Framework3’
(which helps safeguard algorithms and
environments through encryption,
anomaly detection, and ongoing
assessments).

Developers can  also  perform
comprehensive privacy and security
risk analyses for every Al initiative.
These analyses should inform the
development of security and privacy
controls based on protection goals
such as Confidentiality, Integrity, and
Availability (CIA), as well as privacy
goals like Unlinkability, Transparency,
and Intervenability, referencing
standards like ISO/IEC TR 27562:2023
for detailed guidance.>*®

Developers can enlist international
standards that can help foster global
interoperability while ensuring
security such as the ISO/IEC 42001,
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a management system standard that
provides guidelines for managing
Al systems within organizations.
Verification by an independent
assessor ensures customers using
models/ products/ services of the
responsible development, deployment
and operation of Al models.

Adopt a secure development program by
integrating security practices into the Al
software development lifecycle. Leverage
existing secure software development
methodologies to  encompass  Al-
specific considerations, including secure
development  training, code review
processes, security requirements, secure
coding guidelines, threat modeling for
Al-specific threats, static analysis tooling,
dynamic analysis tooling, and penetration
testing.3%°

Implement organizational measures
to protect sensitive information, assign
accountability, and conduct regular risk
assessments.*®

e Establishrobust data security protocols,
including encryption and regular audits,
to ensure compliance with relevant
regulations. These measures promote
transparency and  accountability,
encouraging the implementation of
rigorous data handling practices and
thorough documentation of Al model
development processes. Regular audits
provide insights into adherence to
security standards and highlight areas
for improvement.**

¢ Integrate Al tools with existing security
infrastructure (e.g., SIEM, IDS), and
include Al-specific security measures
throughout the lifecycle, such as model
parameters, data, and third-party
assets.

e Regularly train employees on security
protocols and incident response
planning to ensure preparedness for
evolving threats, including adversarial
attacks and data breaches.

Continuous monitoring and validation:
Monitor Al systems for performance
metrics, compliance  with  relevant
regulations, and output accuracy. Regularly
test Al behavior against varied datasets to
detect performance issues and security
vulnerabilities. This ongoing validation
ensures that models remain resilient
against changes in real-world conditions or
potential attacks.

Ensuring human oversight and
implementing guardrails in the form of
rules can help detect unwanted model
behavior, allowing for the correction of
or halting the model’s decision-making
process. However, defining the exact
properties of wanted versus unwanted
behavior can be challenging, limiting the
effectiveness of guardrails and human
oversight. Further, adding red-teaming
activities can help find flaws in a systemic
fashion.*

Adopt open-source Al frameworks
strategically to enhance security
through transparency, peer review, and
collaborative threat detection. While open-
source Al can expose models to potential
misuse if not properly managed, it also
allows developers to identify vulnerabilities
early, implement  shared security
standards, and strengthen defenses against
attacks like adversarial manipulation and
data poisoning.*®? By leveraging open-
source security tools and best practices,
organizations can improve response times
to emerging threats, ensure compliance
with evolving security protocols, and build
more resilient Al systems.
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Checklist

Conception, design and development

1.

Data collection and storage

® Encrypt all training data to ensure
confidentiality and integrity.

e Perform integrity checks to verify data
authenticity.

e Collect data only from trusted and
verified sources.

Secure data storage and transfer

e Store and manage data using secure,
access-controlled systems.

e Implement secure transfer protocols to
protect data in transit.

Data privacy compliance

e Ensure data collection complies with
applicable privacy laws (e.g., DPDPA).

e Apply data minimization principles
during collection and storage.

Model development, security testing, and

secure coding

e Follow secure coding practices (e.g.,
input validation, secure API usage).

e Conduct regular code reviews and
vulnerability scans.

e Use regularization or other techniques
to prevent overfitting.

e Avoid overly  complex model
architectures to enhance security.
Adversarial robustness

e Simulate adversarial attacks
evasion, input manipulation).

(e.g.,

e Train models using adversarial and out-
of-distribution examples.

Data handling during training stage

® Implement access controls to protect
training datasets.

® Secure training environments (e.g.,

hardware, network) to reflect
deployment conditions.

Open-source Al security integration

e Strategically adopt open-source Al
frameworks to enhance transparency,
peer review, and threat detection.

e Use community-reviewed tools and
libraries to detect vulnerabilities and
enforce secure standards.

e Monitor for potential misuse or
tamperingin open-source components.

® leverage open-source security tools
to improve threat response times and
model resilience.

Deployment

8.

10.

11.

12.

Monitoring, auditing, and incident
response
e Deploy monitoring tools to track

performance and detect threats.

e Enable real-time alerts for anomalies
or adversarial behavior.

e Establish a documented incident
response plan for Al-specific threats.

® Prepare recovery strategies for swift
remediation post-breach.

Regular security audits

e Conduct periodic security audits
against standards and best practices.
® Review access logs to detect

unauthorized or suspicious activity.

Organizational measures and human

oversight

e Update internal security policies to
reflect evolving Al risks.

e Implement behavioral guardrails to flag
abnormal model behavior.

e Set override mechanisms for human
intervention during critical risks.

Stakeholder
transparency

communication and

e Set up communication channels to
inform stakeholders of security events

e Educate users on security protocols
and their roles in Al system safety.

Model re-training

Retrain or fine-tune models based on real-
world feedback and emerging threats.
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Annexure - Case Studies

Case Study 1 : Cough Against TB tool

Introduction

Tuberculosis (TB) is a major public health
problem, especially in countries like India where
access to healthcare can be limited in rural and
low-income areas. Traditional diagnostic tools,
such as chest X-rays and laboratory tests, are
effective but require specialized equipment and
trained personnel. However, these are often
unavailable in remote locations.

WadhwaniAl, a non-profit organization that
develops Al solutions for social good, created
an innovative tool called Cough Against TB. This
tool utilizes Al to assist in screening individuals
for Pulmonary TB based on the sound of their
coughs and their self-reported symptoms. It
works on all Android smartphones (in both
online and offline settings) and is designed for
use by healthcare workers in the field.

This case study explains how the tool works,
the challenges faced by the developers, and the
techniques they used to ensure that the tool is
fair, accurate, scalable, and respectful of user
privacy.

What is the Cough Against TB tool?

Cough Against TB is a mobile-based application
that uses a three part Al architecture:

1. Cough detector model — This model
identifies and isolates cough signal from
audio recordings.

2. TB inference, ensemble model — This
model analyzes the cough sound, along with
information about symptoms (such as fever
or weight loss), to provide an inference on
the likelihood of TB .

Ifthe tool predicts that the personis Presumptive
for Pulmonary TB, they are referred to a hospital
or clinic for further testing. The tool is not
intended to diagnose TB but rather to help
healthcare workers identify individuals who
require more detailed testing, further enhancing
the screening capacity in the field.

Key challenges and how they were
solved

1. Ensuringfairness: Al models can sometimes
work better for some groups of people
than others. For example, a model trained
primarily on data from adult men may not
perform well for children or women. This is
called bias.

To reduce bias and make the model fair for
all users, WadhwaniAl used the following

methods:
e Balanced data collection: Cough
samples  were  collected from

individuals of diverse ages, genders,
and locations to ensure the model had
a diverse training dataset.

e Cohort-wise evaluation: The model’s
performance was tested separately
for different groups to check if it was
equally accurate for all.

® Adversarial training: The model was
trained to focus solely on features
related to TB, while ignoring those
related to gender or age. This was
achievedusingasecond model, referred
to as an “adversary”, which attempted
to infer a person’s group affiliation
from the main model’s outputs. If the
adversary was successful, the main
model was penalized during training.
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e Domain adaptation: This technique
enabled the model to perform well
across various locations and recording
conditions, such as quiet clinics and
noisy outdoor settings.

e Facility vs. community distribution
shift: Most data was collected from
health facilities where TB prevalence is
higher, but deployment is intended for
community settings where prevalence
is lower and conditions differ. This
mismatch can cause performance
issues. To mitigate this, algorithmic
interventions were implemented to
ensure the model works effectively
across both settings.

Improving accuracy: Al models can
sometimes make mistakes. In healthcare,
it is important to avoid both false positives
(wrongly saying someone might have TB)
and false negatives (missing a real case
of TB). To improve accuracy, WadhwaniAl
added a human-in-the-loop system. This
means that a trained healthcare worker
reviews the Al's output and makes the
final decision. This increased the system’s
accuracy by approximately 9%.

In addition to reviewing model output,
human oversight is also used during data
collection. Forinstance, if a cough recording
is poor in quality, the healthcare worker
may ask the individual to cough again. This
ensures high-quality inputs are fed into the
model. WadhwaniAl also followed defined
criteria to decide which samples could be
included in the dataset. This helped reduce
noise and prevent poor-quality or non-
representative data from affecting model
performance.

Making the tool work on simple phones:
Most Al models are large and need
powerful computers to run. But in rural

areas, healthcare workers often use basic
smartphones. To solve this, WadhwaniAl
used a method called model pruning. This
involves removing non-essential parts of
the model. As a result:

e The Cough Detector Model was
reduced from 43 megabytes to 1.2
megabytes.

e The TB Inference Model was reduced
from 43 megabytes to 6 megabytes.

These smaller models could now run on low-
cost Android phones, even without internet
access. This enables the deployment
of the solution in diverse settings and
environments (edge deployment).

Protecting user privacy: WadhwaniAl
ensured that users gave informed consent
before recording their coughs. The consent
process was intentionally designed to be
user-friendly and accessible. Legal language
was avoided to ensure that individuals
could understand what they were agreeing
to. The system also removes personal or
identifiable information from the collected
data as part of standard privacy practices.

Monitoring the model in real-world use: Al
models can sometimes perform well during
testing but exhibit different behavior after
deployment. To manage this, WadhwaniAl
created a centralized dashboard. This
system enables the team to monitor how
the models perform in various locations and
whether they remain fair and accurate over
time. If problems are identified, the models
can be retrained or adjusted accordingly.
Post-deployment tracking is also part of
WadhwaniAl’'s broader commitment to
responsible Al. It ensures that issues such
as performance drift, rising error rates,
or emergent biases can be identified and
corrected promptly.
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Key takeaways

Cough Against TB is a good example of how Al
can be used responsibly in public health. The
tool has been tested in various field settings and
adapted to real-world challenges.

1.

Fairness matters: Al models should work
equally well for all groups. This requires
careful data collection and testing.

Human oversight enhances reliability:
Allowing healthcare workers to verify Al
outputs makes the system safer and more
effective.

Lightweight models are important: In low-
resource settings, models must run on basic
phones without internet.

Privacy must be respected: People should
be informed about how their data is being
used and provide clear consent.

Ongoing monitoring is essential: Al
models should be tracked and updated
after deployment to ensure they continue
to perform well.
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Case Study 2: Prevention of Adverse TB

Outcomes (PATO)

The Problem

India sees approximately 2.5 million TB cases
annually, with 7% resulting in adverse treatment
outcomes—either mortality or loss to follow-
up (LTFU). LTFU refers to patients discontinuing
treatment, often due to stigma, medication side
effects, travel burdens, or costs. These patients
are at risk of developing drug-resistant TB,
posing a threat to both individual and public
health.

While several government interventions exist
to improve treatment outcomes (e.g., direct
benefit transfers (DBT), these adverse outcomes
persist. The challenge is to identify high-risk
patients at the time of treatment initiation to
enable targeted, timely interventions.

The Al Solution

To address this, an Al model—referred to as PATO
(Prediction of Adverse Treatment Outcomes)—
was developed and deployed across 16 Indian
States/UTs. The model uses historical patient
data from Ni-kshay, the Government of India’s
national TB database, to predict which patients
are at high risk of adverse outcomes at the start
of their treatment.

Key features

e Training data: The model is trained on
past TB treatment records using over 40
structured variables, including demographic
data, clinical indicators, comorbidities (e.g.,
HIV, diabetes), and whether the patient
is enrolled in the direct benefit transfer
scheme.

e Binary classification: The model predicts a
binary outcome (high-risk or not) combining
LTFU and death. This formulation simplifies

deployment since both events require
similar interventions, such as intensified
home visits and phone follow-ups.

Integrated deployment: Health workers
upload patient data weekly. The model
processes this data and generates risk lists
sent directly to relevant field staff via an
app, guiding real-time interventions.

Evaluation Metric: Recall while targeting
a fraction that can be tuned based on
health-worker availability (currently 35%)
of total patients is used to evaluate model
effectiveness, reflecting performance in
low-resource, real-world settings where
only a limited number of patients can be
flagged for follow-up.

Privacy protocols: Patient data is de-
identified, encrypted, and stored on secure
servers within India. Access is restricted
and gated with strict upload protocols that
enhance both privacy and data quality.
The system rejects incomplete forms and
mandates critical fields to run predictions,
thereby strengthening the data quality
within the ecosystem.

Baselines & Benchmarking: The team
designed rule-based models simulating
the best checklist-based government
guidelines, and hybrid models combining
those with insights from the literature and
the data. While these baselines achieved
~50% recall, the Al model reached ~70%,
significantly  outperforming  traditional
approaches.

Transparency Tools: The model
highlights feature importance to support
interpretability and policy feedback, helping
identify which variables are most predictive
of adverse outcomes.

Handbook on Data Protection and Privacy for Developers of Artificial Intelligence (Al) in India | 85



Fairness Checks: Extensive cohort-wise
performance evaluations revealed strong
performance across most cohorts and some
disparities, particularly better performance
on male patients compared to female
patients. Post-hoc fairness interventions
have been tested and planned for
implementation to improve equity across
gender and geography.

Temporal robustness & Drift Handling:
The model uses time-based data splits, and
is evaluated for robustness across different
timeframes. Quarterly retraining to remain
responsive to shifts in patient behavior and
healthcare practices has been tested and
planned for implementation.

Telemetry: The team has set up dashboards
measuring key aspects of deployment -
live patient numbers across high-risk, low
risk, outcomes and interventions, as well
as running confusion matrices and data
drift. These can further be filtered using
categories such as notification time and
location, enabling granular tracking of the
deployed solution.

Trade-offs and Challenges

Accuracy vs. Fairness: While the model
performs  well  overall,  addressing
performance disparities across sensitive
cohorts is an ongoing process. Fairness-
enhancing algorithms now balance model
accuracy across groups, reducing gender-
based gaps, however, they may somewhat
reduce overall performance.

Scalability vs. Complexity: A binary
classification  system  enables  easy
deployment but may lose granularity in risk
assessment. The simplicity was a strategic
choice to prioritize scale and actionability
on the field.

Privacy vs. Interpretability: Although
patient data is de-identified and securely
stored, further enhancements like
differential privacy or federated learning
are worth exploring, though these may
cause challenges to model interpretability.

Data Quality as a Feature: The privacy-
preserving upload process unintentionally
improved  data  completeness  and
consistency, making better predictions
possible and contributing to stronger
government data systems.

Key takeaways

The PATO initiative represents a scalable and
responsible application of Al in public health.
Key takeaways for developers include:

1.

Al needs thoughtful problem formulation:
Grouping death and non-adherence into
one outcome class and choosing a metric
aligned with public health needs was a
result of stakeholder consultations and
reflects real-world intervention design.

Fairness is a dynamic process: Fairness
audits are only the beginning; meaningful
equity requires iterative improvement and
model adjustments.

Simple designs enable impact at scale:
Deployable, actionable models often
outperform theoretically optimal but
complex alternatives.

Data systems improve with Al: Enforcing
input quality and secure protocols
strengthens not just the model but the
entire data ecosystem.

Model monitoring builds trust: Regular
retraining and forward-looking validation
ensure that Al systems evolve alongside
real-world conditions.
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Case Study 3: Shishu Maapan

The Problem

Accurate anthropometric measurements in the
first 42 days of a newborn’s life are essential
for early detection of growth issues and
developmental risks. However, frontline health
workers in India often face major challenges:

e Broken equipment such as faulty spring
balances.

® Inconsistent measurement techniques due
to limited training.

e Cultural taboos and community hesitancy
around measuring newborns.

such as
labels that

® Incentive-based misreporting,
avoiding low birth weight
demand extra follow-ups.

Errors in measurement are common, up to 180
grams on average, a significant margin given
that 2.5 kg is the clinical threshold for low
birth weight. Traditional systems lack both the
precision and the checks needed to address
these problems effectively.

The Al Solution

To tackle this, an Al-based video measurement
application called Shishu Maapan was
introduced. Built for use on low-end Android
smartphones, the solution allows frontline
health workers to record short videos of
newborns, which are then analyzed to
estimate weight, length, head circumference,
chest circumference, and middle upper arm
circumference.

This tool is integrated into India’s Home-Based
Newborn Care (HBNC) framework and has been
designed specifically for low-resource, high-
need settings.

Key features

Video-Based Measurement: Health
workers capture a short video (15-20
seconds) of the newborn capturing
multiple angles. The Al model processes
the video to estimate parameters like
weight, length, chest circumference, and
head circumference.

Offline Capability: The model, compressed
from 120 MB to 32 MB, can run without
internet access, enabling use in rural and
remote areas.

Tamper-Proof Digital Records: All data
is entered digitally, with no opportunity
for alteration. This helps prevent
underreporting of low-birth-weight cases.

Privacy by Design:

e Data is collected only by trusted
community workers.

¢ Informed consent is obtained in local
languages.

¢ Novideo is stored locally on phones.

e Video data is encrypted during
transmission and storage, then deleted.

Human-in-the-Loop Monitoring: Medical
officers oversee the deployment and
usage of the app, ensuring alignment
with community needs and health system
priorities.

Fairness through Contextualization:

e The model is fine-tuned using 1,000
videos per geography to adapt to local
body proportions.

e Performance is assessed across weight
bins and gender cohorts.

e A third-party evaluation is being
conducted to ensure objectivity and
fairness.
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User-Centric Design:

e The app is made for non-tech-savvy
users.

e Features included in app dashboard,
growth chart, HBNC visit scheduler
and real time feedback support to
check cropping and ensuring correct
placement of baby in the video frame
while capturing the video.

Challenges and Trade-offs

Privacy vs. Usability: Avoiding local storage
and encrypting all data improves privacy
but limits local processing, requiring cloud-
based operations which may not always be
reliable in low-connectivity regions.

Fairness vs. Generalization: Tailoring the
model to specific geographies improves
fairness, but requires localized data
collection and validation.

Accuracy vs. Compression: Reducing
model size is critical for offline use, but can
reduce precision. Real-time feedback helps
counteract these limitations.

Adoption vs. Complexity: Many FLHws
face app fatigue due to the number of
digital tools they’re expected to use. Shishu
Maapan'’s simplified interface is a deliberate
response to this challenge.

Key takeaways

Shishu Maapan is a textbook example of applying
responsible Al in maternal and child health.
It balances competing demands of privacy,
fairness, usability, and cost-effectiveness, while
fitting seamlessly into India’s public health
infrastructure.

1.

Responsible Al starts with design: Building
privacy, consent, and interpretability into
the system ensures it is accepted and
trusted by communities.

Fairness requires contextualization: A
one-size-fits-all Al model won’t work across
India’s diverse geographies. Localization
improves accuracy and trust.

Compression unlocks scale: Reducing
model size without compromising utility is
key to scaling in low-resource settings.

Monitoring matters: Human oversight
from trained officers ensures that Al use
remains aligned with broader health goals.

Al should adapt to users, and not the
other way around: Tools must meet
health workers where they are, not where
engineers want them to be.
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Case Study 4: Krishi Saathi

The Problem

Indian  farmers frequently face critical
knowledge gaps on weather, pest management
and practices, mandi prices, and crop insurance
that impact yield and income. Although such
information exists, it is often dispersed, complex,
or not updated in real-time. Farm Tele Advisors
(FTAs) at Kisan Call Centers (KCCs) try to bridge
this gap, but typically rely on manual searches
and general internet queries, leading to:

e long call wait times, often exceeding 4
minutes per farmer.

® Inconsistent or incomplete answers.

e Delayed decision-making for time-sensitive
agricultural activities like sowing or
harvesting.

The system needed a transformation to speed
up responses, improve accuracy, and maintain
regulatory compliance.

The Al Solution

To address this, Krishi Saathi, an Al-powered
agriculture  conversational  chatbot, was
developed. It helps FTAs provide reliable, timely
responses to farmer queries. The solution is
now operational in 17 centers across 14 Indian
states and Union Territories (UTs).

Key features

e Multilingual text input support:

e Farmers speak their queries in their
local languages when interacting with
the FTAs over the IVR call.

e FTAsthen enter the query based on the
interaction with the farmers by typing
it down, the chatbot then generates
the contextually relevant answer in
English, and translates it into farmers’

local language, and summarises it if
required.

Public and vetted data sources: All
information comes from government-
vetted databases and sources, including:

e Weather forecasts from the Indian
Meteorological Department (IMD)
and current weather information from
Google Weather.

e Market pricing from eNAM and pest
advisory from national and state-level
sources.

Modular and agentic architecture: The

chatbot uses various data, models and API

services:

e OpenAl’s gpt-40-mini LLM for RAG-QA
and agentic framework (English-only).

e language translation through Bhashini
model to provide the advisories in
farmers’ local (Indian) language.

This separation helps trace and correct
errors, enhancing  modularity  and
debugging.

On-Premises deployment for compliance:
The chatbot application is hosted on the
government’s secured server.

Strict prompting and domain guardrails:

e The application is configured to
respond only to the agriculture-related
queries.

e |t refuses to answer non-agriculture
domain irrelevant questions. It
responds with “l don’t know” to all
such queries.

Real-time SMS integration: Five-day
weather forecasts are sent directly to
farmers via SMS in their local language,
enabling proactive farm planning.
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Human-in-the-Loop evaluation

Component-level evaluation: Every major
component such as language translation,
weather and market price data, LLM and
agent’s accuracy is individually reviewed
by expert evaluators. This granular review
ensures that each part of the system is
aligned with what farmers actually need.

Manual and automated checks: Custom
metrics to balance the factual accuracy
with  coverage (e.g., all important
events included, no false positives (i.e.,
hallucination) information). LLM outputs
are reviewed with tailored prompts and
tested for edge cases to identify potential
failure modes.

Evaluation design as a core task: Unlike
traditional ML models, LLMs require
specialized prompt design and scenario
crafting to be properly evaluated. Significant
efforts are put into making this rigorous and
human-guided.

Challenges and trade-offs

Accuracy vs. Accessibility: Responses
are generated in English, which simplifies
quality control. Translations are layered
afterward, which can introduce errors but
allows better root cause analysis.

Speed vs. Trust: Al speeds up responses
dramatically, but only human validation
ensures quality and clarity.

Coverage vs. Compliance: Limiting the
chatbot to vetted agricultural topics ensures

reliability but restricts flexibility to address
off-topic queries.

Key Takeaways

Krishi Saathi bridges the critical information gap
between Indian farmers and timely agricultural

advice.

By combining multilingual support,

curated government data, and modular Al
components, it delivers accurate and actionable
information quickly and securely.

1.

Domain-specific Al needs curation:
Using only public, government-approved
data boosts reliability and mitigates
misinformation risks.

Modularity enables debugging: Separating
language translation, various data service
integrations via agentic architecture from
core QA functions helps isolate and fix
issues faster.

Security and compliance must be native:
Application hosting on the secured servers,
strict prompting with guardrails, and
logging build trust and ensure regulatory
alignment.

Human evaluation is non-negotiable:
Evaluating LLM generated responses
requires careful scenario design and human
effort across each system component.

Al needs to fit the infrastructure: In the
future, by using voice input, modular
translation, and SMS-based outputs, Krishi
Saathi is designed to meet all kinds of
farmers’ requirements.
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Case Study 5: Digital Green

The Problem

Smallholder farmers in India often lack timely,
local, and actionable information on agriculture
practices, crop planning, and risk management.
Government and NGO extension systems
struggle to deliver personalized advice at scale,
especially in low-resource settings with limited
digital access and language diversity.

The Al Solution

Digital Green is developing an Al assistant that
provides personalized agricultural advisory
to farmers. It uses generative Al, powered
by a Retrieval-Augmented Generation (RAG)
architecture to ground LLM responses in
trusted, domain-specific knowledge, which
here is validated content from local partners,
government advisory systems, and prior
interactions with farmers.

How It Works

Initially built around peer-to-peer video-
based learning, Digital Green transitioned
during the pandemic to smartphone and
chatbot-based tools. Their current solution,
Farmer Chat, a mobile app, enables farmers
or other intermediaries to ask agricultural
queries via voice, text and/or image. Before
launching the app, Digital Green tested its Al
integration through proof-of-concept pilots with
government extension workers on messaging
platforms like Telegram and whatsapp. These
pilots laid the foundation for Farmer Chat, which
now has over 250,000 downloads and 2.8 Mn
conversations within a year of launch.

This generative Al approach is central to Digital
Green’s business model: the use of LLMs has
enabled the organization to scale rapidly,
delivering nuanced, regionally appropriate

answers across diverse cropping systems.
To ensure factual accuracy, responses are
constrained to a carefully curated knowledge
base, avoiding obscure or hallucinated outputs
that could harm farmer decision-making. This
knowledge base includes government verified
content as well as content from partners like
Food and Agriculture Organization of the UN
(FAQO) and International Crops Research Institute
for the Semi-Arid Tropics (ICRISAT).

Key features

e Query intake: Users submit questions
through a conversational interface.
Community intermediaries often facilitate
thisforvoice inputsinvernacularlanguages.

e Query filter: There are modules to detect
personal information in the text and/or
image which detects and removes personal
information before processing it further.

e Query orchestrator agent: Identifies the
intent of the query, extracts agriculture
entities like crop, concern to be able to
route it to relevant pipelines to generate
appropriate responses. If not able to
extract the relevant entities to satisfactorily
respond, prompts back users with options.

e Tool calling agent: identifies and call
appropriate tools like weather, market
prices, RAG endpoint (documents/ videos)
etc to generate the context specific
response.

® RAG pipeline: A search is conducted over a
curated knowledge base of verified content
from government, NGOs, and public
content. Relevant documents and/or videos
are then retrieved and passed for response
generation using LLM. The LLM generates
a response grounded in the retrieved
material. If insufficient data is found, the
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model makes sure to say “I don’t know”
or polite variation instead of hallucinating.
System prompts are embedded in the LLM
calls to prevent unintended disclosures or
leakage of sensitive information. These
prompts act as a safeguard against overly
permissive or “friendly” model behavior
that could inadvertently surface personal
data.

Data minimization: The system does
not pass user identities or Pll. Training
and refinement use only anonymized,
aggregate data from past interactions. To
put it in GDPR terms, in deployments with
government partners, Digital Green acts as
a data processor, rather than a controller.
This role limits their data obligations and
aligns with their strategy of only using query-
specific context for response generation,
without associating queries with individual
identities.

Farm Stack integration: In government
deployments, the system plugs into
Farm Stack, which is an open-source
infrastructure enabling secure data access
without centralized storage of personal
farmer data. Farm Stack was originally
created for other use cases and has since
been repurposed by Digital Green as a data
integration and management tool. It allows
government partners to transfer data
securely while avoiding data centralization,
mining, or persistent tracking of farmers.

Challenges and Tradeoffs

Compliance vs. Usage: The more tightly
Digital Green adheres to privacy-by-design
principles (such as not storing queries or
identities), the more they restrict their
ability to build personalized, or optimized
Al services. This tradeoff is especially acute
in deployments with government partners,
where Digital Green operates purely as a
data processor and is bound by stricter
compliance constraints.

Privacy vs. Personalization: While
personalization improves advice quality,
storing and passing individual farmer
profiles and related personal information
raises data protection concerns. Digital
Green follows data minimisation and stores
any PIlI through encryption in partitioned
data tables. For the downstream process of
analysis and training, all the conversation
logs are passed through Pl removal service
to mask/ remove personal data and
anonymize all training inputs. But this can
limit the ability to build persistent user
histories.

Accuracy vs. Transparency/Explainability:
The RAG architecture enhances factual
accuracy but introduces complexity. It
is difficult to transparently explain how
responses are generated to end-users,
especially in low-literacy contexts. The
focus on factual correctness can lead to
guestions not covered by content to not be
responded to.

Language and Context Limitations:
Handling diverse regional languages,
especially through voice-based inputs,
presents significant challenges. Variations
in phrasing, dialect, and the way farmers
frame questions can affect both retrieval
and generation. This requires continuous
tuning of the system to ensure relevance
and clarity in responses.

Key Takeaways

1.

Ground models in trusted knowledge:
Grounding generative Al in domain-specific
knowledge is essential for safety and
trust. Digital Green RAG to constrain LLM
outputs to vetted sources like government
advisories and research institutions. This
mitigates  hallucinations and ensures
relevance, especially in high-stakes use
cases.
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Design for privacy by default: Privacy-
preserving design can coexist with high-
quality advisory, especially if you're willing
to have appropriate filters and minimise
the collection of information to what is
required for that specific query. By working
only with anonymized, aggregate data for
further review, analytics and fine tuning,
Digital Green limits privacy risks. However,
this comes at the cost of long-term user
profiles, requiring alternate strategies to
improve relevance.

Compliance as a constraint: Compliance
constraints are not just legal; they shape
system capabilities. Operating as a data
processor in government deployments
means Digital Green cannot define how data
is stored or reused. Developers must factor
in these legal roles early, as they can limit
optimization, training, and personalization
potential.

Responsible Al needs infrastructure, not
just model tuning: Open-source tools like
Farm Stack help enforce data minimization
and secure sharing, especially in public-
sector settings. Developers should invest as
much in systems design as they do in model
performance.

Design for linguistic diversity: Language
diversity is not just a translation problem
and is rather a design challenge. Variations
in how farmers phrase questions across
dialects and regions affect both retrieval
accuracy and generation quality. Ongoing
fine-tuning, community input, and localized
evaluation are crucial for sustained
performance.

Refusal as a safety feature: Refusal to
respond can be a feature, not a failure.
Explicitly training the model to acknowledge
gaps in its knowledge reinforces safety and
user trust. This is especially important in
contexts where incorrect advice can have
economic or health consequences.
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GDPR, Article 22

DPDP Act, Section 8(4)

DPDP Rules, Rule 14(3)

DPDP Rules, Rule 10

DPDP Rules, Rule 6

GDPR, Article 24 https://gdpr-info.eu/art-24-gdpr/
ibid

DPDP Act, Section 8(4)

GDPR, Article 24 https://gdpr-info.eu/art-24-gdpr/
ibid

Handbook on Data Protection and Privacy for Developers of Artificial Intelligence (Al) in India | 101



177.

178.

179.
180.
181.
182.

183.
184.
185.

186.

187.

188.
189.

190.

191.

192.

193.

‘Al Accountability’, Carnegie Council for Ethics in International Affairs https://www.carnegie-
council.org/explore-engage/key-terms/ai-accountability#:~:text=Al%2Denabled%20technol-
ogy%200ften%20implicates,the%20tech’s%20dynamic%20learning%20potential

DSK, ‘Position Paper on Organisational and Technical Measures’ (6 November 2019) https://
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